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Abstract— Fuzzy objective function–based clustering methods
are proved to be fast tools for classification and segmentation
purposes. Unfortunately, most of the available fuzzy clustering
methods are using the spherical or ellipsoidal distances, which
are proved to result in spurious clusters, when working on color
data. In this paper, a general case of clustering is discussed and a
general method is proposed and its convergence is proved. Also, it
is proved that the FCM and the FCV methods are special cases of
the proposed method. Based on the general method, a special case
for color image processing is proposed. The clustering method
is based on a likelihood measure, and is proved to outperform
the Euclidean and the Mahalanobis distances, in color fields.
Based on the proposed color clustering method, a new fast fuzzy
segmentation method is proposed and is proved to be highly
efficient. Comparison of the results with the FCM, proves the
superiority of the proposed segmentation method.

I. I NTRODUCTION

As a non–hierarchical clustering method, fuzzy clustering,
has proved to be efficient in clustering a set of given vectors
into a few homogenous groups [1]. The fuzzy clustering is
becoming more popular because it produces thecrisp results
when needed [2]. Also, fuzzy clustering is less prone to falling
into local optima than the crisp clustering algorithms [3].

The idea of fuzzy clustering came from theHard C-
Means(HCM) method proposed byRuspini(1969) [4].Dunn
(1973) [5] generalized the minimum–variance clustering pro-
cedure to a FuzzyISODATA clustering technique.Bezdek
(1981) [6] generalizedDunn’s approach, by defining the fuzzi-
ness concept, and proposed theFuzzy C-Means(FCM) algo-
rithm. An extension to the FCM is theGustafson–Kessel(GK)
method [7], which uses the covariance matrix of the data to
capture ellipsoidal properties of the clusters (Mahalanobisdis-
tance). After that, theGath–Geva(GG) method used the same
distance [8]. Other contributions in this field, include thefuzzy
c–varieties(FCV) andfuzzy c–elliptotypes(FCE) [9], fuzzy c–
spherical shells [10], clustering algorithms based on volume
criteria [11] and fuzzy and possibilistic shell clustering [12].
In 1993,KrishnapuramandKeller proposed theprobabilistic
fuzzy C–means(PCM) clustering method [13]. Although, PCM
adds more noise robustness to the FCM, but it uses the same
definition of the Euclidean distance between the points and
the clusters.

Any clustering method is based on the membership values,
computed in terms of a distance function [1]. Although, the
color clustering is an inherently ambiguous task, because of
the edge blurring [3], but the importance of choosing a proper

distance function is overlooked in the color image processing
literature. For example, many authors have used theEuclidean
distance based homogeneity criteria, in the color domain, with
no explicit proof of its performance [14], [15], [16], [17], [18].
It is proved that thelinear partial reconstruction error(LPRE),
results in a proper likelihood measure for processing natural
color images [19]. In this methodology, the likelihood of the
vector�� to the cluster� is defined as������ � ������� � ����� �
��� � ����, where,�� shows the direction of the first principal
component and���� denotes the normalized�� norm. The
comparison of the LPRE with the conventionalEuclidean
and Mahalanobisdistances, has proved its superiority, both
in terms of likelihood measurement and homogeneity deci-
sion [20]. In fact, the Euclidean and the Mahalanobis distances
lead to spurious likelihood and homogeneity decisions in
color fields [20]. Thus, the FCM, the HCM, and the PCM,
(which are based on the Euclidean distance measurement),
are theoretically inappropriate for color clustering. The same
happens for the GK, GG, and FEC methods, (which use the
Mahalanobis distance).

The idea of reducing the color space dimension is not a new
idea; many researchers have reported benefits of illumination
coordinate rejection [21]. As a quadratic dimension reduction
tools, theprinciple component analysis(PCA) [22] is widely
used in signal processing, statistics, and neural networks. The
fuzzy extension of the PCA is not wide spread in the literature.
In [23] the authors proposed an Euclidean distance based
definition for the fuzzy covariance matrix. In [24] the authors
embed the fuzziness idea to the definition of what they call
the scatter matrix. Here we propose and prove a unifying
definition for the FPCA.

II. PROPOSEDMETHOD

A. Fuzzy Principal Component Analysis(FPCA)

Assume, performing the PCA transform on the set of
vectors ���	 
 � � � � �� , while the samples are members
of the discrete field� � �����
 � � � � ��. This situation
happens when we are working on color vectors, which are
repetitions of the vectors available in� � ����� � �����.
Hence, we are facing the PCA problem for the set of fuzzy
vectors������ ����
 � � � � ��, where�� equals the number of
repetitions of��� (the histogram). Assume the general problem
of finding the principal components of��� �� ���
 � � � � ��,
when not restricting

��
��� �� � �. Here, as we are only

concerned with the zero and one–dimensional representation



of the data cloud, we will derive the formulation for�� and
��� (but the same method leads to the computation of other
principal components as well). All objective functions in
the PCA theory are of the form,	���Æ� �

��
��� ���Æ�����,

where,���Æ����� is a quadratic function. Assuming the case of
repeated vectors, the objective function changes to	���Æ� ���

��� �����Æ�
����. Thus, it is reasonable to define the objective

functions in the fuzzy domain as,	���Æ� �
��

��� �����Æ�����,
too. Note that the case of�� � � leads to the same non–
fuzzy definition. Also, the assumption of

��
��� �� � � is

not important, because it shows itself as a constant scaling
factor, (not affecting the minima). The objective function
for the expectation vector in the crisp domain is defined as
���Æ���� � ��� � ��Æ�

� [22]. Thus, the fuzzy expectation is
the minima of the objective function defined as	Æ���Æ� ���

��� ����� � ��Æ�
�. Assigning the derivative of	Æ���Æ� in

terms of ��Æ to zero, results in�� � 
�
���������


�
�����. The

objective function for the crisp first principal direction is
the direction of the maximum deviation or equivalently the
direction of minimum one–dimensional reconstruction error,
defined as���Æ���� � ��� � �� � ���Æ��� � �����Æ�

� [22]. Thus in
the fuzzy domain, we should minimize the objective function
defined as,	� ���Æ� �

��
��� ����� � �� � ���Æ��� � �����Æ�

�. Al-
gebraic derivation of the objective function and incorporating
the size constraint on the principal components, (���Æ�

� � �),
leads to	� ���Æ� �

��
��� ���������������Æ ����Æ, where,�� is the

fuzzy covariance matrixdefined as
��

��� ������ � ������� � ����.
As the first term in the objective function, (

��
��� ����������),

is not a function of��Æ, thus,	� ���Æ� is minimized, when
the second term, (���Æ ����Æ), is maximized. Using the method
of Lagrangemultipliers for embedding the���Æ� � � con-
straint, we should maximize the objective function defined as
�	����Æ� � ���Æ

����Æ  �����Æ�
� � ��. Differentiating the new

objective function in terms of��Æ and assigning the result to
zero, we have����Æ � ���Æ. Thus,��Æ is an eigenvector of��,
resulting in �	����Æ� � �. Thus, the direction of the first fuzzy
principal component is the eigenvector of��, corresponding to
the largest eigenvalue. It can be easily proved, (using the same
method), that other principal directions correspond to other
eigenvectors of�� sorted by the eigenvalues in a descending
fashion.

B. Weighted Powered Sum Minimization

Assume the optimization problem to be defined as mini-
mizing the function	��� � � ���� �

��
��� ��� �� under the

assumption of
��

��� �� � �. Replacing�� � ��
��

���	���� ��
in the objective function and differentiating with respect to

�� for 
 	� � results in �� � �
� �

���

� �
�
����

� �

���

� . The
normality constraint is satisfied. Putting the result in the
objective function and and assuming� � �, it is obvious that

�		 � ��. Also, note that the case of setting all�� equal
to zero, except for�� � �, leads to	 � ��. Hence, having
in mind that the gradient of	 gets zero just once, while the
value of	 at that point is smaller than some marginal points,
the acquired result leads to the global minima of the problem
in hand.

C. General Clustering Algorithm

Assume the general clustering problem stated as min-
imizing the objective function defined as���	�� ���

���

�

��� ������� , which describes the best choice of clus-

tering the data points� � ���� � � � ���� into � clusters de-
scribed by� � ��� � � ��
�. Here,��� is the fuzzy membership
of ��� to the �th cluster and��� is the distance between this
point and the cluster. Assume that��� � �����	 ��� is the
appropriatedistance function for the vector geometry under
investigation. Note that under the� distance function, we have
��� � �
� and ��� � ���

�� for � � � � � �	 � 	� 
. Here,
�� is the defining parameters of the�th cluster according to
the general cluster model. Before working on the solution
of the main objective function, we will discuss a special
case. The FCM, models each cluster with a single vector
(�� � �����), defining the� function as the squared Euclidean
distance between the given vector and the cluster center.
The key point of the proposedgeneral fuzzy clustering(GFC)
algorithm is the deep relation between the cluster model and
the cluster tuning function. Note that for a set of given points,
the expectation vector, minimizes the sum of the squared
Euclidean distances. Assume that the function� tunes the
cluster model�� to best fit the points, meaning that for
the fuzzy set �� � ������ ����
 � � � � �� of vectors,� �
�� ��� is the solution for�� � ��������
�������	 ���. Then,
�� ��� � ��� ��� is the solution for����	 ��� � ��� � ����.
Here, ��� ��� stands for the fuzzy expectation of a fuzzy set.
Turning back to the main problem, assume that we have the
dual functions���� and����. We propose an algorithm that
converges to a minimal point of the main objective function,
if at least one exists. Now, rewrite the objective function
as ���	�� �

��
���	�, with 	� �

�

��� ������� . Also,

assume that we have fixed��� and we are trying to decline
���	�� by working on��� . As the only restriction on��� is
the normality condition (

	

�

��� ��� � �), for 
 	� 
� there

is no connection between��� and ���� . Thus, declining	�s
independently, results in declination of���	��. Having in
mind the normality constraints, minimizing	 � is a weighted
powered sum minimization, discussed in Section II-B. Hence,

the result is��� � �
� �

���

�� �
�


�� �
� �

���

� . Note that, during
this stage,���	�� is declined, except for the case that���s
are satisfying the equation at first. We will come back to this
situation later. Now, assume rewriting the objective function
as ���	�� �

�

����� . Here,�� �

��
��� ������� . Assume

that we have fixed��� and we are trying to decline���	�� by
working on��� . Declining�� means tuning the�th cluster to
minimize the overall distances in a fuzzy scheme that can be
solved independently for different clusters, resulting in overall
decline of the���	��. The solution in this state is clearly
obtained by using the� function as�� � �������	 �

�
�� ��
 �

� � � ���. Again, the���	�� can never increase in this state.
(Its constancy shows that all the clusters have been in the
best place, according to the special distance function�.)
In the proposed clustering algorithm, these two consecutive
stages are repeated, while the stationarity condition is met: (a)



compute��� values according to the� function and (b) tune
the clusters according to the� function. Note that during these
two stages,���	�� never rises and the case that it remains
constant in two consecutive stages, results in its being constant
for all coming stages. Thus, using this method,���	�� is
going towards a minimum point, and never gets oscillated.
The halting test of the algorithm is easily derived in terms
of the cluster parameters, not changing. Note that rather than
FCM, other methods like GK, FEC, and FCV, are special cases
of the proposed general clustering method.

D. Color Clustering

As stated in Section I, the LPRE distance defined as
����	 ���	���� � ���� � ��� � ������ � �������, results in a good
subjective clustering of color vectors. In this approach the
cluster model is acylinder with the central axis having�� and
parallel with��. Also, the dual function�� ��� computes the
fuzzy expectation and the first fuzzy principal component of��
as new values of�� and��, as discussed in Section II-A. It must
be emphasized that this formulation results in a special case
of the FCV method setting� � � [9]. We propose putting
a threshold (�) on the changes of the coordinates of cluster
centers as the halting condition, as used generally in the fuzzy
clustering theory [1].

E. Color Segmentation

Clustering the image� , into � clusters using the method
proposed above results in a set of� images��	 
 � � � � � �
which show the likelihood of each pixel to the each of the
clusters. Note that�� satisfies
�	 � �

��
��� ����	 �� � �. Now,

assume a�  � smoothing convolution kernel� . It is clear
that � satisfies

��
���

��
��� ��� � �. Hence, Applying�

to each�� independently to acquire���, the new membership
maps, also satisfy the normality condition. Thus,���	 
 � � � � � �
can be assumed as the smoothed likelihood to the clusters.
The main benefit of using��� over�� is the smoother resulting
segments. The crisp segmentation result is obtained using the
maximum likelihood and we propose to use a simple averaging
kernel for smoothing.

III. E XPERIMENTAL RESULTS

The tests are performed using a PIII 1600MHz personal
computer with ���MB of RAM on a large digital image
archive, containing professional photographs and standard
images. All samples are medium sized (���  ���), high–
quality JPEG images in RGB format. Figure 1 shows some of
the test images.

Figure 2 shows the results of the proposed segmentation
method with the� parameter shown in Table I. In this table,
 � shows the time elapsed by the proposed method, while �
shows the time elapsed by the conventional FCM. Here, the ra-
dius of the convolution kernel is selected to be�. Investigating
Table I, the low computational cost of the proposed method
is clear. Figure 3 shows the segmentation results produced by
the conventional FCM. Comparing the results of the proposed
segmentation method and the FCM, reveals the performance

of the proposed method. While for Figures 1-a, 1-b, and 1-c,
the results of the two methods are almost the same, both in
the spatial domain and the spectral domain, considering the
results on Figure 1-d is important. The FCM has failed to
distinguish between the two red and yellow cloths, because of
their close spectral zones. Also, in the Figure 1-e, the FCM
has classified the apple and the cucumber in the same group
and in the case of Figure 1-g, the FCM has gathered some
parts of the chimney and the red ribbon in the same group,
also the grass and some parts of the sand. In Figure 1-h, the
FCM has failed to separate the points belonging to the wall
and the kerchief, while in all these cases the proposed method
has resulted perfect. In Figures 1-i and 1-j, there are mistakes
in the segmentation results of the FCM, in distinguishing the
face and the cloth and classifying the blue shades of the sky in
the windows and the balcony ceils, respectively. In Figure 1-k
the FCM has not been able to partition the flowers completely,
compared to the perfect results of the proposed method. Also,
investigate the poor segmentation results of the salad image
in Figure 1-l, in which the carrot and the vegetables are put
in the same class. Table I shows that the proposed method is
most of the times faster than the FCM.

IV. CONCLUSIONS

Although, researchers generally use the Euclidean and the
Mahalanobis–based clustering and segmentation methods, in
this paper we proved that the color clusters in typical images
are neither spherical, nor ellipsoidal in all�� tested standard
color spaces. A new general fuzzy clustering method is
proposed for arbitrary shapes of clusters and its convergence
is proved mathematically. It is proved that the well–known
FCM clustering method is a special case of the proposed
method. Also, a new fuzzy clustering method is proposed for
color images and it is proved to be highly efficient. Also,
its subjective perception is shown to be satisfactory. Based
on the proposed clustering method, a new fast and efficient
segmentation method is proposed and its performance is eval-
uated.Tthe performance analysis comparison of the proposed
segmentation method and the FCM, proved the superiority of
the FCM in color fields.

ACKNOWLEDGEMENT

The first author wishes to thank Ms.Azadeh Yadollahifor
her encouragement and invaluable ideas.

REFERENCES

[1] H. Sofyan, “Fuzzy clustering,” inStatistical Case Studies, W. Hardle,
Y. Mori, and P. Vieu, Eds., 2004, pp. 131–142.

[2] A. M. Massone, F. Masulli, and A. Petrosini, “Fuzzy clustering algo-
rithms and landsat images for detection of waste areas: A comparison,”
Advances in Fuzzy Systems and Intelligent Technologies, pp. 165–175,
2000.

[3] J. B. et al.,Fuzzy Models and Algorithms for Pattern Recognition and
Image Processing. Boston: Kluwer Academic Publishers, 1999.

[4] R. Duda and P. Hart,Pattern Classification and Scene Analysis. New
York: Wiley, 1973.

[5] J. Dunn, “A fuzzy relative of the isodata process and its use in detecting
compact well–separated clusters,”Journal of Cybernetics, vol. 3, pp.
32–57, 1973.



TABLE I

SEGMENTATION PARAMETER AND ELAPSED TIME. [�: FUZZYNESS. �� : PROPOSED METHOD. �� : FCM.]

Sample 1-a 1-b 1-c 1-d 1-e 1-f 1-g 1-h 1-i 1-j 1-k 1-l
� 3 3 4 4 4 3 4 3 4 3 3 4

����� �� � �� � �� � �� 	 � � � ��
����� � 
 �� 
 �� � �� �� 	 
 � �	

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)
Fig. 1. Some typical test images, (a)–(c) Standard images, (d)–(l) Digital
Color Image Archive,Shohreh Tabatabaii Seifiand Ali Qanavati, Qna-
vati@mehr.sharif.edu.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)
Fig. 2. Results of the proposed segmentation method.

[6] J. C. Bezdek,Pattern Recognition with Fuzzy Objective Function Algo-
rithms. New York: Plenum Press, 1981.

[7] D. E. Gustafson and W. C. Kessel, “Fuzzy clustering with a fuzzy
covariance matrix,” inProceedings of the IEEE CDC, vol. 2, San Diego,
CA, 1979, pp. 761–766.

[8] I. Gath and A. Geva, “Unsupervisedoptimal fuzzy clustering,”IEEE
Trans. Pattern Anal. Machine Intell., vol. 11(7), p. 773781, 1989.

[9] J. M. Leski, “Fuzzy c–varieties/elliptotypes clustering in reproducing
kernel hilbert space,”Fuzzy Sets and Systems, vol. 141, p. 259280, 2004.

[10] R. Krishnapuram, O. Nasraoui, and H. Frigui, “The fuzzy c–spherical
shells algorithm: a new approach,”IEEE Trans. Neural Networks, vol.
3(5), p. 663671, 1992.

[11] R. Krishnapuram and J. Kim, “Clustering algorithms based on volume
criteria,” IEEE Trans. Fuzzy Systems, vol. 8(2), p. 228236, 1995.

[12] R. Krishnapuram, H. Frigui, and O. Nasraoui, “Fuzzy and possibilistic

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 3. Results of the conventional FCM method.

shell clustering algorithms and their application to boundary detection
and surface approximationpart i,”IEEE Trans. Fuzzy Systems, vol. 3(1),
p. 4460, 1995.

[13] R. Krishnapuram and J. Keller, “A possibilistic approach to clustering,”
IEEE Transaction on Fuzzy Systems, vol. 1, pp. 98–110, 1993.

[14] K.-K. Ma and J. Wang, “Color distance histogram: A novel descriptor
for color image segmentation,” inSeventh International Conference on
Control, Automation, Robotics, and Vision (ICARCV’02), Singapore,
December 2002, pp. 1228–1232.

[15] X. Dai and I. Maeda, “Fuzzy–based segmentation of color natural
images,” inIEEE ICSP’02, 2002, pp. 969–972.

[16] J. Chamorro-Martinez, D. Sanchez, B. Pardos-Suarez, E. Galan-Perales,
and M. Vila, “Segmenting colour images on the basis of a fuzzy
hierarchical approach,”Mathware and Soft Computing, vol. 10, 2003.

[17] M. Kaya, “A new image clustering and compression method based on
fuzzy hopfield neural network,” inIJCI Proceedings of International
Conference on Signal Processing, ISSN 1304–2386, vol. 1(2), September
2003, pp. 11–16.

[18] S.-H. Leung, S.-L. Wang, and W.-H. Lau, “Lip image segmentation
using fuzzy clustering incorporating an elliptic shape function,”IEEE
Transaction on Image Processing, vol. 13(1), pp. 51–62, January 2004.

[19] A. Abadpour and S. Kasaei, “A new parametric linear adaptive color
space and its pca–based implementation,” inThe 9th Annual CSI
Computer Conference, CSICC, Tehran, Iran, Feb. 2004, pp. 125–132.

[20] ——, “Performance analysis of three homogeneity criteria for color
image processing,” inIPM Workshop on Computer Vision, Tehran, Iran,
2004.

[21] P. H., “Representation of color images in different color spaces,” in
The color image processing handbook, S. Sangwine and R. Horne, Eds.
London: Chapman and hall, 1998, pp. 67–90.

[22] D. Gering, “Linear and nonlinear data dimensionality reduction,” MIT
Area Exam, http://www.ai.mit.edu/people/ gering/areaexam/, April 17,
2002.

[23] T. Cundari, C. Sarbu, and H. F. Pop, “Robust fuzzy principal component
analysis(fpca). a comparative study concerning interaction of carbon–
hydrogen bond with molybden–oxo bond,”J. Chem. Inf. Comput. Sci.,
vol. 42, pp. 1363–1369, 2002.

[24] K. Honda, N. Sugiura, and H. Ichihashi, “Robust local principal
coomponent analyzer withfuzzy clustering,” inIJCNN 2003 Conference
Proceedings, 2003, pp. 732–737.


