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Abstract Code Division Multiple Access (CDMA) has proved to be an édfit
and stable means of communication between a group of uséch slmare the same
physical medium. Therefore, with the rising demands fohhlzandwidth multi-
media services on mobile stations, it has become necessagvise methods for
more rigorous management of capacity in these systems. \Whilgjor method for
regulating capacity in CDMA systems is through power cdntiee mathematical
complexity of the regarding model inhibits useful geneaiions. In this paper, a
linear and a quadratic approximation for the aggregatedigpaf the reverse link
in a CDMA system are proposed. It is shown that the error induxy the approx-
imations is reasonably low and that rewriting the optim@atproblem based on
these approximations makes the implementation of the rsystea multiple—class
scenario feasible. This issue has been outside the scoe @ivailable methods
which work on producing an exact solution to a single—clasblem.

Key words: Quality of Service, CDMA, Optimization, Capacity, MultplClasses
of Service

1 Introduction

In Code Division Multiple Access (CDMA), several indepentesers access a
common communication medium by modulating their symbolgh wireassigned
spreading sequences. The success of this strategy depetigsgroper handling of
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the multiple access interference (MIA). The MIA could béeitsuppressed through
the implementation of advanced signal processing metharisas multiuser detec-
tion and receiver beam—forming, or it could be managed tjincefficient power
control (Hanly and Tse (1999)) and signature selectiorhigaper, we look at the
management of capacity in a single—cell system, whereinestanditions have to
be met in order to guarantee an efficient and stable comntioricgsee a survey
in Zhang et al (2005)).

The basic approach to the power management problem is teedefpt of con-
straints and then to find the solution which is binding foradlthem. An example
of this approach is to find the set of transmission powers lwpiovide a given (of-
ten identical) signal to interference ratio (SIR) for aléthtations in a cell (Hanly
(1995)). For example, in Ishikawa and Umeda (1997), thearebers work on ca-
pacity design and analysis of the call admission contralgiaifixed—SIR approach
(also see Viterbi et al (1994); Shin et al (1999)). A compredie and generalized
treatment of this topic can be found in Yates (1995). The f:8&i& approach is car-
ried out through open—loop power control by individualistas as guided by power
messages transmitted by the base station (Smith and Gef/886)).

With the introduction of multimedia services to wireless @R communica-
tions, the goal is no more to provide fixed capacity to all & tisers (Ulukus and
Greenstein (2000)), but to maximize the aggregate capgivigy a set of constraints
(Hanly and Tse (1999)). In fact, the addition of other typéseayvices to the con-
ventional voice—only communication channels has urgecdhése for more control
over the rates at which different stations transmit (Frbdégal (2001)). This con-
trol is necessary in order to maximize system performancasores including the
aggregate capacity (Gilhousen et al (1991)). The impleatiemt of capacity maxi-
mization in multimedia—enabled networks is in contrashwibice—only systems in
which the sole purpose of the power control mechanism isitamte the near—far
effect through providing every station with a fixed SIR (Gillsen et al (1991)).
For an early coverage of achieving multiple rates (Ottossuh Svensson (1995))
through maintaining fixed chip—rate and different transiois powers refer to Baier
et al (1994); Chih-Lin and Sabnani (1995).

The maximization of the capacity, in this paper, is atterdethe reverse link
(uplink), because this link is often the limiting link in CDMcommunication sys-
tems (Bender et al (2000); Parkvall et al (2001)). For anyezoi/erage of the ca-
pacity of the reverse link, accompanied by results gathéwad field tests, refer
to Padovani (1994) (also see Evans and Everitt (1999)). Aydifferent channels
on the reverse link, this paper concentrates on the trafaaméls, due to the more
demanding conditions they need to satisfy in establishiagle communications
(Yang (1998b)). The work presented here is different fromvgrocontrol strategies
used in the forward link (Kim et al (2003)), mainly due to tetstringent require-
ments of the reverse link (Verdu (1989)). It is worth to mentthat this work an-
alyzes the system at chip—level, as opposed to some othérh @also include the
different transmission rates of the individual stationsr{§and Wong (2001)).

To reach a practically sound framework, it is important togider a set of prac-
tical constraints to be satisfied in the system. While the méthiset of constraints
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considered by different researchers always includes anmaimi Quality of Service
(QoS) bound (Hosein (2004)), it is observed that this camstyin the absence
of other ones, can effectively cause very unfair systems €Oal (2003); Jafar
and Goldsmith (2003)). This issue could be dealt with by ipocating fairness
constraints into the problem. This, however, would inceeth&e complexity of the
solver. Moreover, adding more constraints into the probheakes the analysis of
the problem, and development of a solver algorithm, harder.

The existence of different services in modern wirelessesysthas caused the
need to define different classes of service (Lee et al (200%), for example,
means potentially different guaranteed minimum QoS lefeisdifferent users.
Moreover, different users may have different significartcethe service provider,
for example because of their premium rates. The fact thatdhstraints are met at
different points for different stations makes the applaabf many of the methods
developed previously impossible, unless changes are rodbern to fulfill the new
demand. This is essentially because a majority of the pusvédgorithm were de-
signed for the case in which all the stations reside in theesalass (Hosein (2003);
Oh and Soong (2006)).

In this paper, we look at the problem of maximizing the aggtegapacity of
the reverse link in a CDMA network. Hence, the aggregate @ap#s defined as
the weighted summation of the capacities of the stationsoAlve consider the
case in which there are separate minimum SIR constraintdifi@rent stations.
The problem analyzed here also includes a maximum aggregegéved power
constraint and separate limits on the transmit powers df station. Furthermore,
each station has its own maximum bandwidth constraint. Wiesiwow how this
problem can be approximately solved using linear or quadpabgramming.

The rest of this paper is organized as follows. Section 2ainstthe proposed
method, Section 3 presents some experimental results aatly,fiSection 4 con-
cludes the paper.

2 Proposed Method

This section contains the analysis of the reverse—link @gpanaximization in a
multiple—class system. Here, we assume that during theititakes for the solver
to produce a solution the system is in a steady state. Thishiedased on the
assumption that the system is analyzed in time slot§soWwhereTs > Vi\, (W is
the bandwidth), and that the coherence time of the most lsapatying channel
is greater tharTs. Therefore, in each time slot, path—loss propagation aieffis
can be assumed to be constant (Oh et al (2003)). It is alsdvo@mnention that
the typical time interval during which the shadowing fadtonearly constant for a
mobile station is a second or more (Torrieri (2004)). Hefmesolvers which elapse
significantly less than a second to produce a solution shiagosan be ignored as
well.
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The rest of this section is organized as follows. First, int®a 2.1, the system
model is presented. Then, a set of substitute variablesedieed in Section 2.2,
from which, in Section 2.3, two approximations for the olijex function are de-
rived. These approximations are used to generate the cahoapresentations de-
picted in Section 2.4. Then, after the issue of the additfarttter constraints into the
problem is addressed in Section 2.5, Section 2.6 presentsridposed algorithms
as well as a complexity analysis.

2.1 System Model

Assume that there aid mobile stations with reverse link gains@yf, - - -, gu, which
satisfyg; > --- > gwv. Denote the transmit power of tieth mobile station ap; and
the maximum transmission power of theh station ap™,

0< pi < p™,vi. 1)

With a background noise df the SIR for the signal coming from theth station,
as perceived by the base station, is calculated as,

Pi g

= 2)
I+3 0 2P0

14

Here, we assume that Shannon’s formula can be used to apyai@ty relate SIR
to the bandwidth, thereby writinG; = Blog, (1+ y). The adoption of the maxi-
mum bound given by Shannon’s theorem is based on previalshgloped models
(see Kandukuri and Boyd (2000); Hanly and Tse (1999); Hud2@05) for ex-
ample). Moreover, we omit the constahfor notational convenience and therefore
analyze relative capacities. Using these notations, sghction, we consider the
problem defined as maximizing,

M
C=) aG,a >0, 3
i; I I
subject to,
v >y i,
G <C™Vi,
M
(4)
pigi < P™,
i; 191
0< pi < p™,Vi.

Here, the constantg™", C™, and p™* are the minimum SIR, the maximum ca-
pacity, and the maximum transmission power of ithén station, respectively and
a; is the significance of station In other words, the values of tlogs demonstrate
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the “interest” of the system in each particular station. érdéingly, these values can
indicate priority, for example for providing more urgeneydalls made by emer-
gency vehicles, or be based on the premium rate each stafsi¢ned on to pay
for the service. Through grouping the stations into clasgedentical values for
these parameters, this model will be applicable to a mekigliass scenario.

Settinga; = 1, y"" =y, C™* =, and p™ = ppex this problem will reduce to
the single—class problem titled as the NSC in Abadpour e2@G07b). In Abadpour
et al (2007b) an algorithm is proposed which solves the NS M—station cell in
O(M?) flops.

The goal of the rest of this section is to solve the more gdimechproblem of
maximizing (3) subject to (4), in which different stationstronly have different
significances, denoted by different valuesogf but also have their own individual
constraints. In these circumstances, the mathematicdlatdeéntroduced in Abad-
pour et al (2006) and used for tackling the NSC (Abadpour €2@D7b)) and its
single—class generalizations (Abadpour et al (2007a)) wat work, because the
constraints are now specific to the stations and thereferenithodology used pre-
viously will fail.

2.2 Substitute Variables

Here, we propose a new set of substitute variables and theite¢he optimization
problem, using approximations, as a linear or a quadratigramming problem.
Define the new set of variables,

oo Pidi

- — , 5
"y > pjgj +! ©
Note that,

Ci=—log,(1—-¢i). (6)

Derivation shows that,

oi
PO =y (7)
191 1_ Z'J\/l:ld)J

Thus, ifzi“il ¢; < 1, a set of positive;s will produce a set of positivp;s.
Using (5), the conditions given in (4) can be rewritten agdinconstraints for
¢is as,
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¢imin < ¢i < ¢imaX7Vi7
XrnaX

M
2.0 Xy ®
M

iy @j+¢i <Ii,vi.
=

Here,

in
mn _ {
o = g
max _ 1 _ -G
= ©
| )
pg;

XX —

needed for (7) to produce positipgs. Defining theM x 1 vectorsg, @™ and ¢ mex
as the sequence of all valuesgaf ¢/™" and¢™, respectively, we define,

Note that the second condition in (8) resultszi}‘i1 ¢; < 1, satisfying the condition

lim
= . 1 1
A Inxm+diag | —,---,—| |’ (10)
I Im
XrﬂaX
b= [)(rnax_,_l . (12)
Ivxa

Now, (8) can be written as,

While we will use (12) as the set of constraints for the optation problem, to be
given later in the paper, this set of inequalities can alsadsa for identifying the
feasible region forp. This issue is not discussed in this paper.

2.3 Approximation of the Objective Function

The formulation of the objective function, in its presentnip as a function of the
¢is, includes fractional and logarithmic terms and is hard eokwvith. Thus. we
devise two methods, a linear and a quadratic one, to appeadeit as a first—
degree or a second—degree function of ¢he With the linear representation of
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the constraints, given in (12), this would make the appglicedf standard linear and
quadratic programming methods to the problem analyzedgwssble.
For smally;, We have,

1
=logy (1+y) ~ |n2V T (13)
The approximation used here can be written as,
X
~ n_
IN(1+4x) =~ 1+X,xe ly,2" —1], (14)

and yields a linear approximation @f in terms of¢;. A better approximation is
given below,

1

bi 1
ﬁyl

g~ et (9. (15)

This is a second order approximation@fin terms of¢; and uses the following
approximation,

C~

i
n2

X X
~ n_
In(14Xx) ~ 1+x<1+ 1+X),xe[y,2 1]. (16)

The appropriateness of the two approximations demondtiaté¢l4) and (16)
is investigated in Figure 1. Here, the nominal valueyef —30dB andn = 0.3
are used, demonstrated using the shaded area. Based oa Fidyrboth approx-
imations induce less than 10% error. Note thatpagcreases, and thus so go
and ¢;, the error induced by either approximation goes up. Howeawer second
order approximation is always more accurate than the liaparoximation (see
Figure 1-a). Itis also important to emphasize that whilditiear approximation is
conservative, i.e. it produces smaller values than thetdmanulation, the second
order formulation approximates the capacity by a laregue/al’ herefore, the sec-
ond order approximation overestimates the aggregate itgpadch it attempts to
maximize.

2.4 Canonical Representation

Defining theM x 1 vectora, as the sequence of al|s, we use the linear approxi-
mation, given in (13), to rewrite the objective function as,

1 M
:ﬁ_;aupi =f¢. (17)

Here,
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Fig. 1 Investigating the properness of the approximations givendhghd (16). The shaded areas
show the working interval. Note that, as shown in (14) and (ié)e we approximater(1-+x) in
terms ofﬁ. Thus, the fact that the quadratic approximation exhibitaa il the(x, f (x)) plane
should not mislead the reader. (a) The exact values comparedhgitiivo different approxima-
tions. (b) Relative error induced by the two approximations.
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f= %a. (18)
Similarly, the quadratic approximation, given in (15),uks in,
1M 1
C= g 2,1 (81 +97) = 50THY + 179, (19)
where,
H= idiag[oq,---,or,vﬂ. (20)
In2

The maximization of either (17) or (19) has to be carried adtject to the con-
straints shown in (8) and using linear or quadratic programgnrespectively. We
call these two algorithms the N6C and the MSC, respectively. These algorithms
will be presented in detail in Section 2.6.

2.5 Addition of Other Constraints

The approximations proposed here are also helpful when waowestraint is to be
added to the problem. The reader is referred to the case afgaddhew constraint
to the NSC, addressed in Abadpour et al (2007a), which lelde@éfinition of the
N*SC. There, to tackle the unfairness of the solution to the NS&@pacity—share
constraint was added to the problem, as,
Ci:%*%%’o<“<l' (21)

Adding this constraint to the NSC almost quadrupled the amaplexity of the
solver (Abadpour et al (2007a)). Here, we demonstrate thabtforward approach
which yields the addition of the new constraint to the apprate problems.

Using (3) Equation (21) can be written as,

M
> ajgj=Mugi,vi. (22)
=1

This translates into,

(Mulmxm —alicm) @ < Onxi. (23)

We argue that the addition of any constraint which can bdevrias a linear function
of the ¢;s could be performed similarly.
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2.6 Proposed Algorithms

Using the developed formulation, the two algorithms of th&S@ and the MSC
can be written as the three steps of,

1. Generatind\, b, f andH,

2. Solving eithep=linprog@,A,b,¢™",¢ ™), for the case of the M5C, orgp=quadprog f,A b,
™" ¢™) for the case of the KBC, and, finally,

3. CalculatingCis using (6),pis using (7), an€ using (3).

Note that, as the matrikl, defined in (20), is positive—definite, the computa-
tional complexity of the MSC is polynomial (Kozlov et al (1979)). The linear
programming—based approach, namely th&S®, will take up polynomial time as
well (Gill et al (1982)).

3 Experimental Results

The proposed algorithms are implemented in MATLAB 7.0 aneceed on a PIV
3.00GHZ personal computer with 1GB of RAM running Windows xp

Here, the work is carried out in a circular cell of radiRs= 2.5Km. For the
stationi at the distance; from the base station, only the path—loss is considered,
and is modeled as given in Rappaport and Milstein (1992),

gi = Cd". (24)

For a comprehensive review of the subject refer to Rappd@62). HereC and
n are constants equal to756 x 10~3 and—3.66, respectively, whed is in meters.
Equivalently, withd; in kilometers C will equal 12283x 1012 (see Yang (1998a);
Oh and Wasserman (1999); Goodman and Mandayam (2000)).obuge a se-
quencey of lengthM, a set of 3/ points are placed in the-R R x [-R R] square,
based on a two dimensional uniform distribution. Then, fthose in the circle with
radiusR centered at the origitM points are picked.

The base parameters used in this studyyare—30dB, | = —113dBm, Pyax =
—113dBm, pmax = 23dBm, andn = 0.3. These values are partly based on the data
given in Goodman and Mandayam (2000); Goodman (1997); Ya8§8a). Note
that, here, the values dfandPax comply with the notion of limiting the blocking
probability, as defined in Viterbi and Viterbi (1993). Thengersion fromdB to
watts is performed according B = 10%0%, Also, xdBm= 1070%mw.

In order to evaluate the performance of the proposed metlifodsmparison to
each other as well to the exact method, namely the NSC, ficsill @ontaining 15
stations, as shown in Figure 2—(a), is considered.

In order to be able to apply the NSC and the proposed algosithmthe same
problem, we setr = 1, y"" = y, C™* = 1, and p™ = pmax, for all the stations.
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Fig. 2 Sample problems defined in 15-station cells. (a)didl are one. (b) None unity;s visual-
ized using different shades of gray.

Doing so, we are using the fact that the NSC solves a speaal afathe problem
the MLSC and the MSC are able to work on.

It takes 86ms for the NSC to produce a solution to the given problem. Using
the first—order approximation, the #8C solves the same problem in.@@s and
the M2SC, which is based on a second—order approximation, takés@® finish.
Therefore, utilization of the second—order approximatiesults in more than 10%
decline in the computational complexity of the solver. $amobservation is made
for problems with different sizes and locaitons of statidtis worth to mention that
the application of the approximations almost triples thepatational complexity.
This is mainly due to the fact that the exact algorithms goufgh a list of candidate
points (Abadpour et al (2007b)), whereas the approximaierélhms use numerical
search at their core. Nevertheless, the approximatiortdena to solve the problem
in a multiple—class framework, a scenario which is out of $hepe of the exact
algorithm.

Comparison of the aggregate capacity values generatedebinitbe problems,
we observe values @ = 0.735,C = 0.734, andC = 0.735, produced by the NSC,
the M!SC, and the MSC, respectively (values are relative). The more accugate r
sult of the MPSC is notable. Numerically, the MC has caused 6% error in the
aggregate capacity whereas th83( is accurate up to four decimal places.

Comparing the MSC with the exact algorithm, the mean deviation in the values
of pj is 1150%. The minimum and the maximum deviation of the same vigriab
0.08% and 5208%, respectively. Similar figures are observed for valli€% (mean
of 11.70%, minimum of 0085% and maximum of 580%). Analyzing the solution
generated by the REC, however, the deviation ins andC;s is zero per cent up to
four decimal places.

In the next experiment, the performance of the two algoriththe MSC and
the M2SC, in a truly multiple—class system are compared. In omlelotso, a sam-
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ple problem is generated, as shown in Figure 2—(b). Her&neas of each station
demonstrates its corresponding valueop{the darker a stations is, the higher the
corresponding value af; is). Using the MSC, it takes about 2@ms to solve this
problem, whereas the #C demands 28msto find the solution to the same prob-
lem (about 5% less). Furthermore, there .86 difference between the aggregate
capacity values calculated by the two algorithms.

Based on the results stated in the above, another experisegtried out in or-
der to analyze the behavior of the’BIC in a simulation which spans a given period
of time. In this experiment, the movements\df= 5 stations in a cell are simulated
and the corresponding problems are solved. Here, the manteraee modeled using
a discrete random walk with the speed at each moment chosend ba a uniform
random variable between zero aniirb/h (Jabbari and Fuhrmann (1997)). Here,
we assume that no station leaves the cell or enters it. Irs#ittng, the system is
analyzed in a time span a@f = 200s, during which the resulting problem is solved
everydt = 100ms. Figure 3 shows the random walk of the stations during the ex-
periment. The solutions produced for all the correspongdnodplems are aggregated
in Figure 4. Here, each row represents one station. The graplthe left present
the transmission powers of the stations in this time spadewthe graphs to the
right show the regarding capacities. Figure 5 shows theeggde capacity of the
system during the experiment and, finally, Figure 6 presemgtapacity shares of
the stations during this experiment.

25 —
X Stations (t=0s)
2r + Stations (t=200s)
O Base Station
1.5+ z
1,
0.5
of °5
L L PP
0.5\ ;S
1S A% S
LW \R T SRR
-150 XY N 7 oE
<, Nt
\z 3
2 B
ANy

Fig. 3 Pattern of movement of the stations used in the dynamic analydie 6fA4SC.



Multiple—Class Capacity Maximization for the Reverse Link 13

Fig. 4 Transmission powers and the capacities of different stationstbeeime in the dynamic
experiment. (a) Transmission powers. (b) Capacities.

0.35

0.3¢ |
O
0.251 |

0.2 I | I A
0 50 100 150 200

t(s)

Fig. 5 Aggregate capacity during the experiment.

4 Conclusions

The problem of maximizing the aggregate capacity of thenkpiin a single—cell
CDMA system was analyzed in this paper. As an extension t@athdable meth-
ods, the case of multiple—class systems was analyzed. Assegpo the previous
studies which assume identical constraints for all theéstat it was argued that
in practical systems, customers constitute differentselasnd therefore should be
treated accordingly. It was shown that, through using agprations, the problem
can be solved using linear or quadratic programming. Whilkzing a second—
degree approximation yields a more accurate outcome, restimates the capaci-
ties and therefore may result in spurious results, due tdetttethat the aim of the
problem is the maximization of the aggregate capacityt+arsler approximation,
on the other hand, is conservative but induces more erraenesless, both algo-
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Fig. 6 Capacity shares of the stations during the experiment. Eacte sifagtay represents one
station.

rithms are well inside a 5%-—error margin. The proposed &lyos, however, are
computationally more expensive due to the utilization ahetical optimization in
them. The paper also contains analysis of the problem inesjpan, during which
the stations perform a random walk inside a cell.
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