An adequate solution for computer vision applications is arrived at more efficiently and, with more automation, enables users with limited or no special image processing and pattern recognition knowledge to create reliable vision systems for their applications. Computer rendering of CAD models is used to automate the dataset acquisition process and labeling process. In order to speed up the training data preparation while maintaining the data quality, a number of processed samples are generated from one or a few seed images.
FIG. 1
Receive user input

Create sample Images (optional Training set and Evaluation set)

Select vision solution candidate

Tune the selected solution candidate using training set

Evaluate the selected solution candidate using evaluation set

Solution OK

Maximum training iterations?

New user input or select different solution or generate new solution

FIG. 2
300

- Train initial classifier

- Evaluate initial classifier

- Convert false detections to training samples

- (Optionally) provide additional negative samples

- Train additional stages

FIG. 3
Obtain object characteristics

Obtain scene characteristics

Obtain camera model

Obtain parameter domains

Obtain target sampling schema

Generate sample configurations

Perform 3D rendering of scene and generate 2D image

Create training set

FIG. 4
500 Acquire first or additional seed image

510 Rotate seed image by 15°

512 Blur, brighten/darken and/or add noise

522 Label objects in rotated seed image

514 Rotate first rotated image through range of rotation angles

516 Label objects in additionally rotated images

518 Need more samples?

520 Yes

522 No

END

FIG. 5
<table>
<thead>
<tr>
<th>Test Set</th>
<th># of Images</th>
<th>Manual Training</th>
<th></th>
<th></th>
<th></th>
<th>Manual Training</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3 Nodes (320x240 scale 0.95)</td>
<td>3 Nodes (160x120 scale 0.475)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DR (%)</td>
<td>FA (%)</td>
<td>Runtime (ms)</td>
<td>Training Time (min)</td>
<td>DR (%)</td>
<td>FA (%)</td>
<td>Runtime (ms)</td>
</tr>
<tr>
<td>Good Set</td>
<td>100</td>
<td>100</td>
<td>109</td>
<td>43</td>
<td>Long: manual trial&amp;error</td>
<td>100</td>
<td>469</td>
<td>9</td>
</tr>
<tr>
<td>Set 2 (cluttered)</td>
<td>804</td>
<td>90.5</td>
<td>717.2</td>
<td>57</td>
<td>manual trial&amp;error</td>
<td>97</td>
<td>1908</td>
<td>13</td>
</tr>
<tr>
<td>Set 4 (occluded)</td>
<td>1000</td>
<td>77.2</td>
<td>1013</td>
<td>57</td>
<td>83</td>
<td>2240</td>
<td>13</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test Set</th>
<th># of Images</th>
<th>Automatic Training</th>
<th></th>
<th></th>
<th></th>
<th>Automatic Training</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>8 Nodes (160x120 scale 1.0)</td>
<td>8 Nodes (160x120 scale 1.0)</td>
<td></td>
<td></td>
<td>6 Nodes (160 x 120 scale 1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DR (%)</td>
<td>FA (%)</td>
<td>Runtime (ms)</td>
<td>Training Time (min)</td>
<td>DR (%)</td>
<td>FA (%)</td>
<td>Runtime (ms)</td>
</tr>
<tr>
<td>Good Set</td>
<td>100</td>
<td>100</td>
<td>121</td>
<td>29</td>
<td>72</td>
<td>100</td>
<td>261</td>
<td>25</td>
</tr>
<tr>
<td>Set 2 (cluttered)</td>
<td>804</td>
<td>98</td>
<td>466</td>
<td>38</td>
<td></td>
<td>96</td>
<td>619</td>
<td>32</td>
</tr>
<tr>
<td>Set 4 (occluded)</td>
<td>1000</td>
<td>76</td>
<td>611</td>
<td>38</td>
<td>74</td>
<td>767</td>
<td>32</td>
<td>4</td>
</tr>
</tbody>
</table>
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FIG. 21
METHOD AND APPARATUS FOR IMPROVED TRAINING OF OBJECT DETECTING SYSTEM

FIELD OF INVENTION

[0001] The present invention relates to object detection or object recognition and more specifically to training an object detector.

BACKGROUND

[0002] Object detection is an important problem in a variety of engineering and scientific disciplines such as computer vision, artificial intelligence, and biometrics. For example, in the many industrial settings today, robots are used for parts assembly and manufacturing. These robots are equipped with one or more cameras, e.g., CCD or CMOS, which give them vision. Often, objects (i.e., parts) are contained in a bin. The robot must recognize the object/part in the bin so it can pick it up to assemble the product. However, the object can be in any number of poses (position, orientation, rotation), under various lighting conditions, etc. So, the robot must be trained to recognize the part regardless of its pose and environment. As is known in the art, robots include software that attempts to identify the object from the camera image. Statistical learning and classification has been successfully used for some of such object detection applications.

[0003] In a real-world environment, the appearance of the object changes dramatically due to the change in view perspective, illumination, or deformation. As such, a single classifier cannot effectively detect objects whose appearance is subject to many changes. Classifier networks are general solutions based on the divide-and-conquer concept. The classifier networks must be trained to properly classify (detect, recognize) the particular object(s) of interest, such as an assembly line part. Generally, the process starts with untrained network. A training pattern (e.g., images of the object in various poses and lighting conditions and possibly false target images) is presented to the network. The image signals are passed through the network to produce an output (for example, the result of classification, detection or measurement). The output results are evaluated and compared to optimal results and any differences are errors. This error can be a function of weights that are assigned to features of the object image, for example. Some features are better than others for recognizing the object and may be assigned a greater weight. The weights are iteratively adjusted to reduce the error and thus give greater confidence in the classification network. It is desirable to automatically train a classification network with minimum error, time, and effort.

[0004] In order to recognize an object in the images, the computer vision system should be initially trained on a digital representation of that object. Such digital representation involves modelling of the object and generation of a descriptor (or classifier) that could be applied to any image during runtime to find the target object. Creating or selecting of the appropriate classifier, as well as tuning of that classifier to ensure its robust performance during runtime, are driven by the application scenario, which could be acquired by (1) explicit user input, (2) existing geometrical model (such as CAD model) and (3) set of images captured in the target environment.

[0005] The images used for training and evaluation of the vision solution should represent possible appearances of the object in a real environment—if the classifier can recognize the target object in evaluation images, it should be able to successfully find it in any image during the runtime. In reality, capturing of the representative images to ensure that the system will reliably perform in normal operation is a great challenge and in most cases it is not practical to obtain them. Therefore, it takes a lot of human intuition and multiple interactions with the vision system users to address possible variations of environment such as noise, occlusions and lighting variations, and to create and tune the solution. In many cases, the users are not able to describe the factors affecting performance of their application in terms that could be effectively used for vision solution development and tuning. As a result, the researcher or image processing engineer has to modify the classifier or tune its parameters a number of times, based on failure cases during the system setup or operation.

[0006] Similar problems (difficulty to obtain user’s prior knowledge and to collect images representing the problem across various environmental conditions) exist in other computer vision applications. For example, in machine vision inspection systems it is not always required to detect and recognize objects but is necessary to find abnormalities from the nominally good image. Variations of such abnormalities in the product under inspection compound with variation of ambient lighting, and, as a result, it is difficult for the users to define the requirements for their system. Consequently, it takes a number of iterations between the user and the vision system developer to create a vision solution and tune it for the required balance between falsely detected defects (false positives) and missed defects (false negatives).

[0007] Object detection algorithms typically require large datasets to adequately train the classifier network. In these datasets it is often necessary to have both positive and negative sample images. It is also necessary for samples that include the object to have been labelled with ground truth attributions (e.g., location, orientation, pose, etc). These visual ground truth annotations to the dataset are usually input manually by an operator that is observing the object when its image is taken by camera.

[0008] In general, the larger the dataset, the better the algorithm may be trained, which in turn leads to better detection results. However, large datasets require a long time to gather and are often not feasible to get manually as it could take days or weeks of labor to acquire and label the required number of images.

SUMMARY OF INVENTION

[0009] In the present invention, an adequate solution for computer vision applications is arrived at more efficiently and, with more automation, enables users with limited or no special image processing and pattern recognition knowledge to create reliable vision systems for their applications. In an embodiment, a method of the present invention for automatically generating a computer vision solution comprises: receiving user input for one or more descriptors; creating a training set of object images and an evaluation set of object images; and using a processor to: select a vision solution candidate that provides a best match to the user input from a predefined solutions library; train the selected solution candidate using the training set; apply the selected solution candidate to the evaluation set; evaluate the selected solution candidate using the user input; and use evaluation feedback for additional training of the selected solution can-
didate until accuracy and speed requirements are met or a maximum of additional training is reached.

[0010] In another embodiment, once the maximum of additional training is reached without meeting the accuracy and speed requirements, then new user input is received, or another candidate solution is selected from the predefined solutions library, or a new candidate solution is created, and the process is repeated to select and evaluate another or new solution. The creation of the new candidate solution may be automated based on scenario, object type, previous history performance, and/or the combination of information from other solutions.

[0011] In a further embodiment, the one or more descriptors comprises one or more of vision tasks, type of object and its properties, operation conditions of a system employing the computer vision solution, accuracy requirements, and speed requirements.

[0012] In yet another embodiment, the sample set for training and sample set for evaluation are created using one or more of explicit user input, an existing geometrical model, a set of images captured in a target environment, and computer generated object images.

[0013] In a further embodiment, computer rendering of CAD models is used to fully automate the dataset acquisition process and labeling process. These computer renderings simulate the object realistically enough for the purposes of the object detection algorithms training. Fully automating the dataset acquisition in this way has the benefit that even large datasets can be generated on demand in relatively little time with very little effort. More specifically, creating at least one of the training set of object images, and the evaluation set of object images comprises: obtaining characteristics of an object and parameters corresponding to each object characteristic; obtaining characteristics of a scene and parameters corresponding to each scene characteristic; obtaining characteristics of one or more (2D or 3D) camera(s); obtaining parameter domains for the object, scene, and camera characteristics; obtaining a target sampling schema by selecting a sampling type and a distribution type; and generating a plurality of sample configurations according to the target sampling schema using the parameter domains. For each sample configuration, this embodiment further comprises: performing 3D rendering of the scene using computer graphics, and generating a sample 2D image based on the rendering; and creating a data set comprised of the following for each sample configuration: one or more images, 3D data for each image if available, parameters of the sample configuration, and target object data.

[0014] In another embodiment, in order to speed up the training data preparation while maintaining the data quality, the present invention generates a number of processed samples from one or a few seed images. Specifically, creating at least one of the training set of object images and the evaluation set of object images comprises: acquiring a seed image of an object; rotating the seed image to generate a first rotated image; labeling the object in the first rotated image; rotating the first rotated image through a range of rotation angles to generate a plurality of additionally rotated images; and labeling the object in the additionally rotated images based on the label of the object in the first rotated image.

[0015] In a further embodiment, rotating comprises affine transformations.

[0016] In yet another embodiment, at least one of blurring, brightening, darkening, and noise is added to the first rotated image.

[0017] In a preferred embodiment, training of a selected solution candidate includes creating a Histogram of Gradient features (HOG) and defining cluster features, harvesting the nodes of the HOG that converge during training, and collecting the harvested nodes into a detector, wherein the detector defines a trained selection solution ready for evaluation.

[0018] The above solution for computer vision applications may also be implemented as a system for automatically generating a computer vision solution for a specified vision task, the system comprising: an input configured to receive user-defined limitations, wherein at least one of said user-defined limitations is associated with a sub-set of predefined descriptors within a library of predefined descriptors, each of said descriptors being associated with a respective set of image constraints; and processor configured to: for each user-defined limitation that is associated with said library of descriptors, selecting the best available descriptor within its associated sub-set of predefined descriptors most in harmony with all user-defined limitations; defining a working image library of sample images based on the user-defined limitations and the sets of image constraints associated with the selected descriptors; defining an evaluation set of sample images from said working image library; defining a vision solution candidate based on the user-defined limitations and the selected descriptors; tuning said vision solution candidate, including modifying the selected descriptors according to the specified vision task; evaluating the tuned vision solution candidate using said evaluation set of sample images and user-provided limitations, including accuracy and speed limitations; using evaluation feedback for additional tuning of the selected solution candidate until the accuracy and speed limitations are met or a maximum of additional tuning is reached.

[0019] Preferably, in this system, the tuning of the vision solution candidate further includes altering the selection of descriptors associated with a user-provided limitation.

[0020] The system may further include defining a training set of sample images from said working image library and excluding any sample images in the evaluation set of sample images, wherein: at least a portion of the descriptors within said library of descriptors include classifiers, and the tuning of the vision solution candidate includes training these classifiers for the specified vision task using said training set of sample images.

[0021] The system may also include defining a training set of sample images from said working image library and excluding any sample images in said evaluation set of sample images, wherein: at least one of said user-defined limitations requires the creation of a new classifier, the new classifier is automatically trained using the training set of sample images, the evaluation set of sample images, and user-defined inputs; and the defining of said vision solution candidate is further based on the new classifier.

[0022] In this case, the tuning of said vision solution candidate may further include creating additional new classifiers.

[0023] Also in this case, the automatic training of the new classifier preferably includes creating a Histogram of Gradient features (HOG) and defining cluster features, harvesting the nodes of the HOG that converge during training, and collecting the harvested nodes into a detector, said detector defining said new classifier.
Other objects and attainments together with a fuller understanding of the invention will become apparent and appreciated by referring to the following description and claims taken in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, like reference symbols refer to like parts.

FIG. 1 is a general block diagram of an object processing device and system for utilizing the present invention.

FIG. 2 is a flowchart of the general method of a first aspect of the present invention.

FIG. 3 is a flowchart of the feedback loop aspect of the present invention.

FIG. 4 is a flowchart of the automatic dataset acquisition of the present invention.

FIG. 5 is a flowchart of the automated dataset generation from one or a few seed images aspect of the present invention.

FIG. 6 shows an image of a sample LEGO-type block.

FIG. 7 illustrates variations in the appearance of the LEGO-type block of FIG. 6 due to variations in lighting and viewing angle.

FIG. 8 illustrates some sample images rendered using an image rendering method in accord with the present invention.

FIG. 9 illustrates a structural flow chart of an embodiment of the present invention.

FIG. 10 illustrates differences in the appearance of an object when viewed from different directions.

FIG. 11 shows the general process flow of bottom-up grouping or clustering by shape variance and top-down node harvesting for the creation of a multi-node detector.

FIG. 12 illustrates an example of HOG feature extraction.

FIG. 13 illustrates a dendrogram and clustering results achieved by complete-link clustering on 66 basic views (i.e., rendered samples) of a test object.

FIG. 14 shows some general steps in the hierarchically clustering of basic views into a tree using HOG feature.

FIG. 15 illustrates the concept of top-down node harvesting.

FIG. 16 describes the steps of top-down node harvesting.

FIG. 17 shows the combining, by sequential coupling, of enumerated harvested nodes 1-5 to create a multi-node detector.

FIG. 18 tabulates the results of some experimental tests (with manual training and with automatic training).

FIG. 19 provides another view of the present invention.

FIG. 20 provides some examples of user limitation inputs in accordance with the embodiment of FIG. 19.

FIG. 21 provides an internal view of module M7 of FIG. 19.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

In the following detailed description, reference is made to the accompanying drawings that show, by way of illustration, example embodiments of the invention. In the drawings, like numerals describe substantially similar components throughout the several views. These embodiments are described in sufficient detail to enable those skilled in the art to practice the invention. Other embodiments may be utilized and structural, logical and electrical changes may be made without departing from the scope of the present invention. Moreover, it is to be understood that the various embodiments of the invention, although different, are not necessarily mutually exclusive. For example, a particular feature, structure, or characteristic described in one embodiment may be included within other embodiments. The following detailed description is, therefore, not to be taken in a limiting sense, and the scope of the present invention is defined only by the appended claims, along with the full scope of equivalents to which such claims are entitled.

In general, example embodiments relate to methods, devices, and computer-readable media for training a classifier. Typically, training samples are examined within the feature space, and grouped together to train classifier nodes. These training samples for visual applications are usually images, particularly digital images of one or more objects. There are multiple ways of training classifier nodes. For instance, if the building of a classifier is driven by the samples in a “discriminatory way”, errors that might occur during the grouping process are addressed by moving the rejected samples to train a sibling node, or are simply removed. Alternatively, if the classifier is being built by a “generative” method, a number of features (such as corners and/or contour features) may be used to create a model, and then train training and evaluation set(s) may be used to tune and validate the model.

A schematic representation of an example object processing device 100 is shown in FIG. 1. The object processing device 100 exchanges data with a host computer 150 by way of an intervening interface 102. Application programs and an object processing device driver may also be stored for access on the host computer 150. When an image retrieve command is received from the application program, for example, the object processing device driver controls conversion of the command data to a format suitable for the object processing device 100 and sends the converted command data to the object processing device 100. The driver also receives and interprets various signals and data from the object processing device 100, and provides necessary information to the user by way of the host computer 150.

When data is sent by the host computer 150, the interface 102 receives the data and stores it in a receive buffer forming part of a RAM 104. The RAM 104 can be divided into a number of sectors, for example through addressing, and allocated as different buffers, such as a receive buffer or a send buffer. Data, such as digital image data, can also be obtained by the object processing device 100 from the capture mechanism(s) 112, a flash memory and/or EEPROM 110, or the ROM 108. The capture mechanism(s) 112 can be a camera, for example, and generates a digital image by photographing one or more objects, such as a part to be used in manufacturing and/or assembly of a device such as a printer. This camera 112 can be user-controlled, for example, by a robot 116 or a human. Alternatively, camera 112 may be automatically controlled, for example, by computer 150. The digital image of the object(s) can then be stored in the receive buffer or the send buffer of the RAM 104 or any other suitable memory.
A processor 106 uses computer-executable instructions stored on ROM 108 or on flash/EEPROM 110, for example, to perform a certain function or group of functions, such as the method 200 (FIG. 2), method 300 (FIG. 3), method 400 (FIG. 4), and method 500 (FIG. 5), for example. Methods 200, 300, 400 and 500 will be discussed in greater detail later herein. Where data in the receive buffer of the RAM 104 is a digital image, for example, the processor 106 can implement the methodological acts of the methods 200, 300, 400 and 500 on the digital image to extract features in the digital image and further analyze the image based on the extracted features. Further processing in an imaging pipeline may then be performed on the digital image before the image is displayed on a display 114, such as an LCD display for example, or transferred to the host computer 150, for printing on printer 162, projected with projector 164, or stored on hard disk 160, for example.

The example methods 200, 300, 400 and 500 and variations thereof disclosed herein can be implemented using non-transitory computer-readable media for carrying or having computer-executable instructions or data structures stored thereon. Such computer-readable media can be any available media that can be accessed by a processor of a general purpose or special purpose computer. By way of example, and not limitation, such computer-readable media can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic disk storage or other magnetic storage devices, or any other medium that can be used to carry or store program code in the form of computer-executable instructions or data structures and that can be accessed by a processor of a general purpose or special purpose computer. Combinations of the above should also be included within the scope of computer-readable media.

Computer-executable instructions comprise, for example, instructions and data that cause a processor of a general purpose computer or a special purpose computer to perform a certain function or group of functions. Although the subject matter is described herein in language specific to methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific acts described herein. Rather, the specific acts described herein are disclosed as example forms of implementing the claims.

In an embodiment, methods 200, 300, 400 and 500 of the present invention described hereinafter are preferably performed by one or more processors in the object processing device 100 and/or computer 150 executing computer-executable instructions, programs, software, firmware, that are stored or loadable in memory in object processing device 100 and/or computer 150 and/or in accessible external memory. Computer 150 processors may include, for example, a central processing unit (CPU) and one or more graphical processing units (GPUs). The internal memory may include, for example, RAM and ROM. An I/O interface enables communication with a keyboard, mouse, and external memory such as hard disk 160, for example.

Examples of special purpose computers include image processing devices such as digital cameras (an example of which includes, but is not limited to, the Epson R-D1 digital camera manufactured by Seiko Epson Corporation headquartered in Owa, Suwa, Nagano, Japan), digital camcorders, projectors, printers, scanners, copiers, robot(ics) mechanisms/products, portable photo viewers (examples of which include, but are not limited to, the Epson P-5000 or P-5000 portable photo viewers manufactured by Seiko Epson Corporation), or portable movie players, or some combination thereof, such as a printer/scanner/copier combination (examples of which include, but are not limited to, the Epson Stylus Photo RX580, RX595, or RX680, the Epson Stylus CX4400, CX7400, CX8400, or CX9400Fax, and the Epson AcuLaser® CX11NF manufactured by Seiko Epson Corporation) or a printer/scanner combination (examples of which include, but are not limited to, the Epson TM-J9000, TM-J9100, TM-J7000, TM-J7100, and TM-H6000III, all manufactured by Seiko Epson Corporation) or a digital camera/camcorder combination.

For ease of understanding, the present invention can be divided into two aspects. A first aspect is Automated Vision Solution Training Using User Input and a second aspect is Automated Dataset Acquisition. These aspects will be discussed in order in the following sections.

Automated Vision Solution Training Using User Input

Computer vision systems must be trained to achieve a given vision task. This task may be to identify a predefined target object within an image, or to determine a target object’s pose and/or orientation, and/or its relative position, etc. Vision solutions, which provide a means for identifying characteristic features within an image, may be used to achieve these tasks. For example, a classifier-type vision solution may provide a simple yes or no answer to a question, such as, “Is the target object in the image, or is the object within a specific quadrant of the image, or does the object of a left-side-view pose?”. Alternatively, such classifier-type vision solution may provide a probability measure as an answer to a question, such as, “What is the probability of the target object being in the image, or within a specific quadrant of the image or of having a particular pose?”

Training a computer vision system typically makes use of a set of training images to generate a classifier that will accurately achieve the particular vision task. In generating the vision solution, a user would decide what characteristic(s) of the target object are important for the particular vision task, such as how to distinguish the target object from its background or other non-target object items. A selected characteristic could be as simple as the color of the target object. For example, in one manufacturing environment the target object might be the sole red part in a white bin. In order for a robot, for example, (or other computer vision system) to recognize whether the red part is in the bin, or not, the classifier need only classify a captured image as containing the color red, or not. However, even in this simple example, varying lighting conditions and position of the red part in the white bin could make it difficult to “see” the red part in some circumstances.

In a real-world industrial setting, it is often much more difficult for a user to pick the right characteristics of a target object for training to achieve a particular vision task. A real-world setting also requires that the user provide the training images with which to define the classifier. It can often be difficult to define a set of training images best suited for a particular vision task. As a result, the resultant classifier might not work well enough (i.e., it may render too many false positives or false negatives results). In this case, the user must go back and select another or different characteristic(s) and/or new or additional training images to train a new classifier(s). This is a very time consuming operation.

It should also be noted that vision systems seldom rely on “a” classifier but instead use a classifier network
comprised of a number of different classification nodes, and each node may include a cascade of ensemble classifiers. Each ensemble (group) classifier may itself include more than one weak classifier.

In a system where classifiers are built in the “discriminative way”, the present invention automates the training/defining of classifier(s) using user inputs to improve and accelerate the overall process. In a system where the classifiers are trained in the “generative” way, the present invention may be used to accelerate the definition of features from which to create a model.

FIG. 2 shows general data processing modules (or steps) of a system (or method) 200 in accord with the “Automated Classifier Training Using User Input” aspect of the present invention. In module 210, user provided limitation inputs relating for a particular vision task are received or acquired. These limitations may be input via a graphics user interface, GUI, where the user may select from multiple predefined limitation options and/or vision tasks and/or provide user-defined limitations/vision tasks not previously predefined. The user may also input certain criterion through keyboard 166 (FIG. 1) that is transferred to object processing device 100 through computer 150 and interface 102, for example. Alternatively, user limitation inputs may be previously stored in memory such as ROM 108 or RAM 104 and acquired by processor 106.

The user limitation inputs may also narrow further the definition of a desired vision task. For example, if the desired vision task is to identify a box, then one limitation input might be to specify that the target object being sought has a cube shape of a particular color and having a surface with some specific characteristics, such as texture and reflectivity levels. Alternatively, if the vision task is to determine the pose (or orientation) of a target object, then the limitation inputs may include providing the specific shape of the target object, and specifying the desired posed position or specifying a number of poses to be sought. As another example, a limitation input may specify an area of an image relative to an identified reference (such as a predefined composite structure) where the target object should be located. This may be useful, for example, when the target object is one component of the composite structure, and it is known that the target object should be in the upper-right portion of the composite structure. In this manner, if the composite structure and its pose is identified, then the search for the target object can be narrowed to the composite structure’s upper-right portion.

Examples of user limitation inputs may include one or more of the following limitations:

- vision task(s), such as detection, classification, vision measurement
- orientation detection
- pose detection
- type(s) of object(s) and their properties
- background scenes
- target object class (i.e., the type/category of object, such as box, ball, washer, pencil, human face, etc.)
- operation conditions of the system
- accuracy requirements
- speed requirements.

These limitations may be presented to the user in a drop-down field, for example, such that a processing module (software and/or hardware) recognizes the limitations when it is input or acquired. A vision task represents the overall task of the vision system. This could be, for example, object detection in a robotic parts assembly line, part tracking to determine the location of the part, part inspection to determine if there are abnormalities, and/or pose determination. The type of object could specify what kind of part the user is looking for, e.g., print head, platen, ink cartridge, etc. These parts may be selected from a library in which identifying characteristics of each part are predefined and pre-described. Examples of such predefined identifying characteristic may include a part’s the general size, shape, and outline, as well as its material characteristics such as deformation constraints, surface texture, and surface light reflectivity levels may be predefined. The predefined characteristic may further include a preferred position since the field-of-view of the viewing camera may also be predefined, such as in a conveyer belt system. These predefined characteristic features may further be optionally altered by the operator to accommodate changes, such as for example in the color or material construct of the predefined part. The altered description may then be saved as a new predefined part type, and optionally added to a general category of similar parts. The operating conditions of the system could include, for example, lighting (e.g. fluorescent), camera (single or multiple), conveyor speed, etc. Accuracy (e.g., true positive detection vs. false positive detection) may be specified as, for example, 95% accuracy for critical tasks or 80% accuracy for less critical tasks, etc. The speed descriptor indicates how quickly the vision system must recognize the part.

The next step 212 is the creation of a set of sample images. This set may optionally be divided, if needed, into a training set and an evaluation set. Creation of a training set would be needed, for example, when an existing classifier needs to be tuned in on a particular characteristic shown in the training set, or when a new classifier needs to be defined. If set of sample images is not divided, then it may constitute one large evaluation set of images. Thus, the training set and the evaluation set are similar in that they comprise true samples (and/or optionally also contain false samples, appropriately labelled as such) of the target item(s) to be identified, i.e., the target object(s). In essence, the training set is used to train the system to differentiate the target item(s) within an image, and the evaluation set is used to test (i.e., evaluate) the performance of the system. In some cases, the training set and the evaluation set may be jointly constructed, and differ only in their application (i.e., training or evaluating). Alternatively, they can be separately defined for specific circumstances.

For example, the evaluation set(s) may be constructed by imaging (i.e., photographing/video graphing) actual true and/or false samples in their intended use environment, while the training image might consist of predefined samples in a general environment or in a blank (or black or fixed) background. Alternatively, the training set may also include actual true and/or false samples in their intended use environment with the target items labelled within each training image to distinguish it from the background scene. Further alternatively, a portion of the samples in the training set may be set aside as the evaluation set or may be added to the evaluation set. Furthermore, when testing the system, any samples within the evaluation set that fail to be screened properly (i.e., render false positive or false negative results) may be added or moved to the training set, and the system may then be retrained to avoid such mistakes in the future.

The training sets may also come from one or more sources. For example, a user may input sample images that
have been previously stored on hard disk 160, for example. Another source could be an existing geometrical model (e.g., a CAD model) that is used as a seed image to which computer graphics and/or image processing techniques are applied to generate (i.e., synthesize) new samples images having different lighting effects, color, textures, orientations, background scenes, sizes/proportions, etc. Another source could be a set of seed images captured by camera 112, which may be taken in the environment of the target vision system (e.g., assembly line). Computer graphics and/or image processing techniques are then applied to seed these images to generate new images having different poses, lighting effects, etc. Automated dataset acquisition (i.e., automated generation of a set of sample images) using seed images is described below.

[0078] The next module/step 214 is selection of a vision solution (or vision solution candidate) that best fits the user limitation inputs that were received in module/step 210. The vision solution candidate may be comprised of descriptors selected from a solutions library. Preferably, each limitation input is associated with one or more descriptors within the library in accordance with the type of limitation. A descriptor may be a predefined classifier (or a collection of predefined classifiers), or scene image samples (such as background image samples), etc. The descriptor classifiers may be designed for various types of lighting effects, colors, reflectivity levels, textures, etc. Since a limitation input may be associated with multiple descriptors, the descriptor selected for a given limitation is preferably the best available descriptor that harmonizes with the other limitation inputs. For example, if one limitation input defines the target object as being metallic, and another limitation input defines it as being “shiny”, then the descriptor selected for the “shiny” limitation input may include a classifier defined to distinguish metallic reflectivity levels. These descriptors may be stored in memory, such as ROM 108, RAM 104, flash/EEPROM 110, hard disk 160, etc. Descriptors, and thus vision solutions, will be a function of the environment in which the present invention is utilized. However, some exemplary solutions are described below.

[0079] Solution #1: Color Feature Selection and Training

[0080] In this example solution the vision system has to recognize and report the location and orientation of a LEGO block in an image, as illustrated for example in FIG. 6. Assuming this particular LEGO block has a distinct red color, the user limitation inputs provided in module 210 may include specifying the target object as being an eight-connector, rectangular LEGO piece type, and having a red color. The LEGO piece type may be associated with descriptor that specifies a classifier for identifying such as a LEGO piece and/or classifiers identifying reflectivity levels. The red color limitation inputs would be associated with one or more descriptors that provide classifiers useful in distinguishing color and lighting variations. The following example focuses on the red color limitation.

[0081] Since color has been indicated as an important characteristic, color descriptor(s) [i.e., feature(s)] will be employed to facilitate the segmentation of the target object from its background.

[0082] Considering the true environment in which the present vision solution is to be implemented, although the lighting in a room may not change (i.e., it may be illuminated by standard fluorescent lamps) and a camera’s field-of-view (FOV) may not move, placing the LEGO block in various locations, distances and orientations under the camera would result in different appearances of the object. A reason for these differences in appearance is, for example, specular reflection which, depending on the object position in the camera’s FOV, may cause portions of the object to become saturated in the image. Examples of such variations in appearance are illustrated in FIG. 7.

[0083] To select the color filter (or classifier) parameters, multiple object images at different locations in a defined field-of-view can be generated. Preferably, the images are generated by a computer graphic sample simulator, which included a lighting model of the specific room (or work environment) where the experiment has been performed (or where the workflow is to be conducted). This simulation preferably considers materials characteristics, reflections and shadows as they appear in the real image. Alternatively, the red color classifier may be predefined and combined with a predefined eight-connector LEGO piece classifier.

[0084] In an experimental application, after training of the color filter on the images generated by the sample simulator, actual LEGO blocks could be detected at any location in the work area.

[0085] Solution #2: Size and Scale Configuration

[0086] This solution first finds areas of activity in an input image. It then filters (i.e., classifies) these areas based on minimum and maximum size constraints. Then, these areas are run as queries against a database of object representations produced during training (or submitted to an appropriate target object classifier). One of the conditions for a model image to match a query image is the scale difference between the model image and the query image. The solution defines minimum and maximum scale constraints in order to avoid false detection of irrelevant objects. While the minimum and maximum size and scale constraints allow the solution to increase its accuracy, they are in practice significant parameters that need to be configured properly.

[0087] In this demonstration, the solution is given images that contain background and an object in a number of possible poses. The solution uses background modeling in order to detect the object. This step happens before the solution has been trained for the object. Using these detection results the solution decides what the proper bounds on size are. It also uses the object sizes measured at this stage to auto-configure the minimum and maximum scale constraints during training.

[0088] Using this strategy the employed solution automatically performs the needed configuration for size and scale. Alternatively, a human operator may enter the sizing constraints, or suggest starting constraint values as a starting point for the above-described method.

[0089] Solution #3: Background Modelling and Non-Uniformity Correction

[0090] Background modeling and non-uniformity correction solutions perform three tasks.

[0091] First, the solution models the static background and uses it to produce a map of active areas in the later stages of the operation. This operation allows the solution to lower instances of false detection caused by artifacts or irrelevant stationary objects in the scene.

[0092] In addition to the aforementioned procedure, the solution also models the lighting pattern of the scene by analyzing the intensities of the different areas of the static background image it takes before the objects of interest are added to the scene. This model allows the solution to compensate for the non-uniformities of the scene and to make solution parameters consistent throughout the visible area.
Finally, the result of non-uniformity background correction can be used in the process of feature selection as a negative training sample. By modeling, compensating and tracking sudden changes in lighting variations, the normalized background images provide an accurate negative sample image that ultimately will lead to performance improvements of a feedback solution.

The above described solutions to the object detection problem are just examples and one or more can be selected from the solutions library to train one or more classifiers in a classifier hierarchy. For example, if the user inputs color as a primary characteristic of the object to be detected, then the color feature selection solution may be selected to train a new classifier, or to tune pre-existing classifiers. If size is another characteristic input by the user, then the size and scale may be selected to train/tune another classifier, perhaps as part of an ensemble of classifiers. If the background lends itself to modeling, this solution can be applied to train/tune yet another classifier in the ensemble. The present invention is not limited to any particular objects, their characteristics, or detection solutions based on such characteristics. For example, in addition to color, size, and background, important characteristics may include shape and orientation. The present invention automatically selects the solution, in step 214, based on the user input.

The next module/step 216 in the present invention is to tune the selected vision solution candidate (from module 214) to define a selected solution candidate. This tuning may be a simple as setting various parameters of a descriptor (or classifier) to conform with the overall collection of limitation inputs, or it may require the use of training images to further tune a classifier or to define a new classifier. If training images are needed, then the training set from module 212 may be used.

The process of using data (i.e., training samples) to define a new classifier is referred to as training the classifier. There are many conventional protocols for training classifiers such as stochastic, batch, or on-line, and the present invention is not concerned with or limited by any particular training procedure or protocol. But a preferred method for automating the training of classifiers is described below.

The next module/step 218 in the present invention is to evaluate the selected solution candidate using the evaluation set (from module 212) and the received user limitation inputs (from module 210). For example, the results of this evaluation module may be compared to the performance limitations specified in module 212. Recall that accuracy and speed limitations can be input by the user. In module 218, the solution is evaluated to see if it meets one or both of these criteria, i.e., was the specified error rate met, and if so, was it met as quickly as specified. If the selected solution candidate is satisfactory (module/step 220—Yes), then the process ends and the selected solution candidate (such as a simple straight line classifier using one feature) can be used in the vision system for object detection, or tracking, or inspection, or pose determination, etc.

If the selected solution is not satisfactory (step 220—No), then the additional tuning can be applied to the selected solution, e.g., using additional images from the training set or using additional classifiers in the ensemble. This additional training continues until a maximum number of training iterations is met (module/step 222—Yes). This maximum number can be preset or input by the user as a criterion. If the maximum number is met, then the present invention will prompt the user to input new criteria on which the object recognition can be based. Alternately, the present invention will select an entirely different descriptor set from the solutions library. As a third alternative, the present invention will generate an entirely new classifier based on the training sample images from module 212 (or new training images emphasizing a desired characteristic feature), and that can be added to the solution library for future use. In all three cases, the process returns to tune and evaluate the different/new solution.

FIGS. 19-21 provide other views of the present embodiment. Like in the case of FIG. 2, FIG. 19 again shows a system for automatically generating a computer vision solution comprised of multiple computer/data processing modules. An input module M1 is configured to receive (or access) one or more user-defined limitations. Examples of such limitation inputs are shown in FIG. 20.

With reference to FIG. 20, the user limitation inputs may be in the form of GUI offering various drop-down categories and sub-categories, and/or in the form of an input file (or library of files) or location (such as an URL) where the file(s) may be accessed locally or remotely. The limitation inputs will generally include performance constraints, as illustrated by sub-module Mlb. The performance constraints may specify the minimum success rate and time constraints, if any. These performance limitations are used to evaluate the selected solution candidate, as is explained above.

Another limitation may specify the object class of a target object being sought, as illustrated by sub-module Mlc. Examples of object classes may be a wrench, socket, ink cartridge, human face, automobile, car, track, etc. Each object class will be associated with one or more descriptors (Object_Class_Descriptor_1 through Object_Class_Descriptor_n), which in this case may consist of one or more classifiers. Each descriptor will specify one or more image constraints. For example, an ink cartridge classifier may specify view angles as required image constraints. The collection of all image constraints for a given descriptor type is here termed an image constraint set. Thus, Image_constraint_1 through Image_constraint_p form image constraint set ICS1 for a given object class. This image constraints are used in case test images need to be genetized for a given object class limitation.

As another example, a limitation input may specify a color, such as the color red (sub-module Mlc). Again, multiple descriptors may be associated with the color red limitation, and each descriptor may be associated with one or more image constraints, which define an image constraint set ICS2. An image constraint, for example, may simply specify that an image of a target object should show the target object in red. Additionally, some descriptors may be one, or more, classifiers trained to detect various shades of red. Other descriptors may be one or more classifier trained for detecting red under various lighting conditions. Still other descriptors may specify how the color varies with different types of surface textures. The selected descriptor, or selected combination of descriptors, may depend on which descriptors harmonize with other limitation inputs.

Sub-module Mld illustrates a reflectivity limitation. In this case, this limitation may bring up a list of reflectivity types to choose from or to specify a known reflectivity range, as illustrated by sub-modules Mld_1 through Mld_2. Use of reflectivity example choices permits a layman who may not be familiar with how reflectivity is defined or measured to still provide useful information in construction of a vision solu-
tion. For example, M1d_2 specifies a metallic reflectivity, and the system may provide multiple descriptors associated with this metallic reflectivity sub-module. For example, one descriptor may simply specify an albedo (reflectivity) measure range for this sub-module, while others may be one or more classifiers trained to detect such reflectivity on various types of surfaces. These descriptors will again specify an image constraint set (ICS_Mirror_Rct).

As an example, if a user specifies a metallic reflectivity, but in selecting an object class neglects to specify a material or surface type, the system will know to select descriptors associated with metallic surfaces, if available, in order to better harmonize the selected descriptors among the various limitation inputs.

For any given limitation, a user may also specify that a new descriptor needs to be constructed. This may be the case, for example, if the user defines specifies a new reflectivity range (sub-module M1d_z). In this case, the new descriptor may require construction/acquisition of a new classifier, which in turn may require generation of new training images in accordance with all the image constraint sets of all other limitation inputs and any additional image constraints specified. A newly specified image constraint, for example, may require that the new classifier be trained the specific target object shown in select sample images. This new descriptor may then be added to the descriptor library.

As another example, a user limitation input may specify texture, M1e. This again may bring up various options for different types of textures (M1c_1 to M1c_1) for which descriptors are predefined in the descriptor library.

Alternatively, a limitation input may specify a background, M1f. In this case, sub-modules may provide options for various known stages of one or more known plants. For example, sub-module M1f_1 may specify a specific plant within an assembly comprised of multiple plants (such as a single conveyor system) of a known manufacturing plant. In this case, the detectors associated with M1f_1 may provide background images under various conditions, including artificial lighting, time of day, speed of assembly, camera types/conditions, etc. The background sub-module M1f may also be more general specifying types of background such as, sparse, or cluttered (M1f_1), etc. Each sub-module may have one or more associated images for use the construction of sample images for training, tuning, and/or evaluation purposes. Alternatively, a user may submit custom background images, which may then be added to the library.

Input limitation may also include seed images and/or an image sample library, as illustrated by sub-module M1w. The seed images may include CAD file(s), real captured images, or a combination of both. From these seed images, the system may generate multiple additional images in accordance with individual image constraints provided by the individual selected descriptors of the other selected limitation inputs, or in accordance with the image constraint sets associated with other selected limitation inputs. Generation of sample images from seed images is described in more detail below.

Returning to Fig. 19, after module M1 acquires all the limitation inputs, module M3 may reset a count of tuning cycles. In the present embodiment, the system may repeat multiple tuning cycle in an effort to achieve desired performance results up to a predefined (or user-specified) maximum cycle count, illustrated in module M23 as Max_Cycle_Count.

As is explained above, some limitations are associated with one or more descriptor of a library of predefined descriptors. A descriptor may provide operating parameters and/or may define one or more classifiers. Therefore, for each limitation that is associated the library of predefined descriptors, module M5 selects the best available descriptor (or descriptors) most in harmony (i.e., most consistent or in line) with all other limitation inputs. If in one cycle, it is found that the system does not meet performance requirements, then the descriptor selection may be changed in the next cycle.

Module M7 then defines a working image library based on the limitation inputs. The working image library may include any user-provided library of sample images, or sample images generated from user-supplied (or selected) seed images. As is explained above, when the system generates an image, it takes into consideration the image constraint sets associated with the user inputs. These image constraints may specify how the images should be generated, included colors, textures, poses, size(s), positions, lighting effects, camera characteristics, backgrounds, etc. If any descriptor requires training samples, then this working image library may be divided into a training set of sample images and an evaluation set of sample images. Otherwise, the entire working image library may be used the evaluation set in later modules.

FIG. 21 provides a closer look at module M7 for defining the working image library. First, as indicated in sub-module M7a, the system collects the image constraint sets from all selected detectors. If any user input requires generation of synthetic sample images, such as if the user inputs seed images, then sub-module M7b would synthesize the sample images from the provided seed images based on the collected image constraints. This would take into account, for example, image constraints such as FOV, color, texture, orientation, lighting, backgrounds, etc. in the generation of the synthesized images. Sub-module M7c further accesses any real sample image libraries provided as input(s). Sub-module M7d then defines if any of the accessed sample libraries require augmentation in accordance with the image constraints. For example, specific colors may be added to sample objects within a sample image. Alternatively, if a sample image provides a black (or solid color) background, the background may be changed in accordance with those specified in the collected image constraints. As another example, specific lighting effects may be added to the sample images. Lastly, sub-module M7e combines the synthesized sample images and the real sample image libraries (with augmentations, if applicable) into the working image library.

Returning to Fig. 19, with the working image library thus constructed, module M9 determines if any classifier requires training. As stated above, descriptors may include one or more predefined classifiers. It may be determined a predefined classifier is a bit too general for a particular case, and that its further training for the specific vision task (i.e., explicit training with the target object) would improve its performance. In this case, the existing classifier might be subject to further training. Another case when a classifier needs training is if at the end of a current cycle, the system has not been able to meet the specified performance limitations and the system (or user) determines that a new classifier specially constructed for the current task would improve performance. Alternatively, a user-input limitation may explicitly require the creation of a new classifier. For example, if the user does not identify a suitable object class or type of object
similar enough to the target object in mind, the user may select limitations requiring construction of a new classifier specially designed for the current vision task. Irrespective of the reason, if the system determines that classifier training is required, then module M11 divides the working image library (of image samples) into a training set (of image samples) and an evaluation set (of image samples).

[0114] Module 13 then trains the needed classifier (or detector) based on the training image set and input limitations. This may also require evaluating and tuning the training classifier using the evaluation set and input limitations. Preferred methods of training classifiers (and preferably automating the training of classifiers) are presented below. Module M15 then determines if any additional classifiers need to be trained. If so, then processing returns to module M13 to train the next classifier. Otherwise, processing proceeds to module 17.

[0115] Module 17 defines a vision solution candidate from a combination of the selected descriptors. As is explained above, selection of the descriptors depends on the user-input limitations, and may include parameter values, classifiers, images, etc.

[0116] Module 19 then tunes the vision solution candidates. This may require modifying classifiers based on the limitation inputs. For example, a general classifier for detection of a target object may support multiple views of the target object, but if it cannot be determined from the limitation inputs that the vision task requires detection of only a limited number of those views (such only being interested in the target objects left-side view), then the classifier may be adjusted to limit its detection to only the needed views. This would improve performance and reduce computational resource demands. As another example, some descriptors may support multiple parameter settings, these settings may be adjusted for the particular vision task. Some of the tuning tasks, such as modifying an existing classifier, may require use of the training library and evaluation library, but in some cases tuning adjustments may be made without use of any training library.

[0117] Module 21 then evaluates the tuned selected solution candidate by testing its performance using at least part of the working image library. If an evaluation library has been defined, then preferably the tuned selected solution candidate is tested using the evaluation library. Alternatively, if no evaluation library has been defined, then the tuned selected solution candidate may be evaluated using the entire working image library.

[0118] Module 23 then determines if the evaluation results of module 21 meet the user input limitations. More specifically, it may check if the evaluation results meet the specified performance limitations. If not, (M23→NO), module M25 increments the current tuning cycle count by 1, and determines if the maximum cycle count has been met. If the maximum cycle count has not been met, then processing turns to module M5 where a different descriptor set may be selected and evaluated, and/or additional classifier(s) may be trained, and/or additional sample images should be generated. It is to be understood that if the working library has previously been divided into a training set and an evaluation, and if the working library is unchanged from the previous cycle (i.e., no new sample images were generated), then module M11 need not redefine the existing training set and evaluation set.

[0119] If module M23 determines that the results of module M21 met the performance limitations, or if module M25 determines that the maximum cycle count has been met, then module M27 may report the results (such as into a log file) and the processing ends. Alternatively if module M25 determines that the maximum cycle count has been met, but the performance limitations have not been met, then the user may be required to adjust his input limitations, such as be adding additional limitations, and/or altering existing limitations, and/or providing additional seed images or image library (ies), and the system may begin processing anew.

[0120] A discussion of preferred systems/methods for training classifiers is as follows, beginning with FIG. 3.

[0121] Object detection is a technology that may determine the location, size, pose, and other characteristics of a target object in digital images. The object detection task can be considered as a two-class classification problem (object or non-object), or a probability classification problem. Learning-based approaches attempt to build a classifier using examples of object images and non-object images (positive and negative training samples correspondingly).

[0122] Usually the non-object class is not clearly defined, which makes the selection of negative training samples challenging. Poor selection of negative training samples may result in a large number of false detections. One way to solve this problem is to search for negative samples in a very large and diverse image set. That, however, makes training time prohibitive for many applications. Even if training time is not an issue, the use of a large image set may not guarantee low false detection rate.

[0123] An aspect of the present invention is a novel training technique that complements the overall training process with a feedback loop. The feedback loop training method may take as input two distinct feature pools.

[0124] The first pool includes a number of predefined baskets (types) of features. An individual feature basket includes a number of features that aim to characterize specific attributes of an object (e.g., color, shape, orientation etc.), discriminate between various object of interest and classify them accordingly. Examples of shape attributes are circles, lines, arcs, ellipses, portions thereof or pieces of irregular contours. The feedback loop is employed at the basket level and at the level of constituent features as well.

[0125] The second pool consists of a single large pool of features that will be input to the feedback loop. The following is a description of the feedback loop aspect of the present invention followed by an illustration of this method 300 (FIG. 3) to the basket of features pool type.

[0126] Referring generally to FIG. 3, in a first step 310, an initial classifier stage is trained. If a supply of negative training samples is limited, the training may stop because all negative samples have been used.

[0127] Then, the initial classifier is applied to an evaluation image set (step 312) with labelled ground truths, or to an image set that does not contain the object of interest. The latter image set may be generated from the same images that were used to create positive training samples, by removing the object of interest.

[0128] As a result of the classification using the initial classifier, a number of false detections will be obtained. After confirming the validity of these false detections, the false detections are used as negative training samples (step 314) to train one or more additional stages of the classifier (step 318).

[0129] As an option, the feedback may be manually assisted by providing additional non-object images similar to false detections exhibited by the initial classifier (step 316). That is, if the classifier persistently misidentifies a specific
item as the target object being sought, then additional examples of this specific item under various conditions may be used as negative samples to train the classifier to better distinguish between this specific item and the target object. For example, a classifier trained for eye detection may falsely identify mouths for eyes. This problem may be solved by providing additional mouth images as negative training samples.

The classifiers with additional stages trained using the feedback loop have been shown to have a lower false detection rate.

To verify the effect of the feedback loop, an evaluation image set consisting of 700 images was split into two subsets with 350 images each. Subset 1 was used to obtain the feedback, while subset 2 was used for verification.

First, a classifier was trained and evaluated using subset 2. Then the classifier was applied to subset 1 to obtain additional training samples. Finally, the classifier trained using the feedback was evaluated using subset 2.

The table below shows the detection rate (DR) and false alarm rate (FA) for the original classifier and the classifier trained with the feedback.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>DR, %</th>
<th>FA, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original classifier (without feedback)</td>
<td>86.9</td>
<td>80.3</td>
</tr>
<tr>
<td>Classifier with feedback</td>
<td>78.5</td>
<td>15.4</td>
</tr>
</tbody>
</table>

Detection rate is calculated as the ratio of detected object to the total number of objects in the evaluation set. False alarm rate is calculated as the ratio of the number of false detections to the number of images in the evaluation set.

Another aspect of the present invention is the use of evaluation feedback for feature type selection.

In addition to the different color filters described above in the color feature selection and training solution, the feedback method uses a number of feature baskets. Each feature basket contains a number of geometrical features each invariant to scale, rotation, and translation. In practice, not any feature from any feature basket is a suitable descriptor for any object. For example, features that depend on odd powers of the x and y coordinates of the object pixels may always produce zero for symmetric objects. Such features are therefore not good descriptors for these objects. The feedback method collects the values of all the features in all feature baskets while it is trained on different views of the objects of interest. It then analyzes the range of variation and the accepted values for each feature and will determine the applicable features. After training, the feedback method goes through a period of probation. During probation, analysis similar to what is done during training is carried out. At this stage, the behavior of each feature is analyzed again and features that do not produce acceptable discrimination are pruned.

Automated Dataset Acquisition

As discussed above, step 212 in method 200 is creation of a training set and an evaluation set. Object detection typically requires large datasets to adequately train the classifier network. In these datasets, it is often necessary to have both positive and negative sample images and to be able to clearly distinguish between the two. It is also necessary for samples that include the object to have been labeled with ground truth attributions (e.g., location, orientation, pose, etc.).

These visual ground truth annotations to the dataset are usually input manually by an operator that is observing the object when its image is taken by a camera.

In general, the larger the dataset, the better the solution may be trained, which in turn leads to better detection results. However, large datasets require a long time to gather and are often not feasible to get manually as it could take days or weeks of labor to acquire and label the required number of images.

Below are described two methods/embodiments of automated dataset acquisition, i.e., of automating the generation of training/evaluation datasets, or sample images. Both methods make use of imaging processing techniques to generate (i.e., render) multiple new views of one or a few initial images (i.e., seed images) under various rendering configurations (such as lighting, texture, surface reflectance, etc.). Either or both embodiments may be used singularly or in combination to generate image samples for training and/or evaluation purposes.

In a first embodiment, a seed image is provided by a computer-aided design (CAD) model (i.e., a CAD file) of a target object to be identified. This approach is useful in environments where CAD files of target objects are readily available, such as in manufacturing environments where CAD files of assembly parts may be available.

In a second embodiment, where CAD files might not be readily accessible, seed images may be provided by actually imaging a physical example of the target object, by taking one or more preferably two-dimensional (or alternatively 3D) photographic images of the target item. An outline of the target image in a scene is manually defined and ground truth labels are manually added/identified. Various imaging processing techniques, which may be similar to those used in the first embodiment, are then used to render new images of the target object by applying various specified rendering configurations, such as different rotations, view angles, lighting effects, colors, textures, backgrounds, degrees of image obstruction, etc.

In the first embodiment, computer renderings of CAD models are used to fully automate the dataset acquisition and labeling process with minimal human intervention. These computer renderings simulate the object realistically enough for the purposes of the object detection solution training. Additionally, since the images are generated from a pre-defined model (i.e., the CAD file), ground truth labels may also be assigned automatically to these computer generated samples. Fully automating the dataset acquisition in this way has the benefit that even large datasets can be generated on demand in relatively little time with very little effort.

To generate images, it is necessary to specify ranges for the configurable parameters such as object position, rotation, colors, lighting environment, surface properties, camera position and orientation, and various effects like noise and blur.

Each range contains information such as the desired minimum values, maximum values, frequency, distribution and sampling method. The resulting dataset is the combination of all ranges for all parameters. For example, parameters that may be configured in an embodiment of the present invention include, but are not limited to:

- lighting environments
- different backgrounds
- material reflective properties
- surface texture properties
[0150] object position and orientation
[0151] camera position and orientation
[0152] camera properties (e.g. field of view, noise, blur, resolution, etc.)
[0153] setting various render modes (with and without shadows, wire-frame, grayscale, etc.)
[0154] Each sample in the dataset is preferably rendered with a rendering engine that renders the scene. Ground truth data is automatically generated to accompany the rendered images. Ground truth data may include, but is not limited to, any of the following:
[0155] description of the configuration that generated the image
[0156] bounding boxes of all objects in the scene
[0157] depth and/or location information
[0158] information on all transformations applied to render the scene
[0159] orientation and pose information of the target object within the scene
[0160] lighting source type, direction, intensity, etc.
[0161] In a preferred embodiment, the standard graphics specification Open Graphics Library (Open GL) is used to render the samples using shader programs in order to maximize speed of dataset generation while maintaining good visual quality. FIG. 8 illustrates some sample images rendered using an image rendering method in accord with the present invention. Other embodiments may use other rendering techniques such as ray-tracing.
[0162] FIG. 4 illustrates the general steps of the automatic dataset acquisition method 400 of the present invention. In each of the steps, the term “obtain” will be used generally to describe how information/data is input or acquired. In a preferred embodiment, a user may input information or data through keyboard 166 (FIG. 1) that is transferred to object processing device 100 through computer 150 and interface 102, for example. Alternately, information and data may be previously stored in memory such as ROM 108 or RAM 104 and acquired by processor 106 in method 400.
[0163] In step 410 the object characteristics are obtained. An object can be described by its characteristics and parameters related to its characteristic. For example, an object characteristic could be color and parameters related to such color could be expressed as values in a color space, such as RGB. In the present invention, characteristics include, but are not limited to: an object model (e.g. CAD model); a reflectance model based on object material (reflectance model may include color as well as diffused and specular reflection—a simple example would be the object is mostly blue and shiny); surface texture and uniformity characteristics.
[0164] In step 412 the scene characteristics and parameters corresponding to each characteristic are obtained. In the present invention, scene characteristics may include, but are not limited to: images of possible backgrounds; the viewing directions, positions and orientations of the object, camera and light sources in the scene; and the model of the lighting environment.
[0165] In step 414, the camera model is obtained, including but not limited to a modeled camera’s intrinsic and extrinsic calibration parameters.
[0166] In step 416 the parameter domains are obtained for the object, scene, and camera characteristic obtained in steps 410, 412, and 414, respectively. A numeric-based domain assigned to a parameter is specified by a range of values between a minimum value and maximum value. For example a parameter domain for object size may be specified by a range of minimum width to maximum width in centimeters or inches. A non-numeric-based domain assigned to a parameter is specified by a list of values, e.g. a list of possible backgrounds for a scene characteristic.
[0167] In step 418, a target sampling schema is obtained by selecting a sampling type and distribution type. In the present invention, sampling types may include but are not limited to: linear across the min/max range; or random from the min/max range. Distribution types may include but are not limited to: linear (all samples in the range weighted equally); or Gaussian (concentrate samples more in the middle of the range).
[0168] In step 420, the present invention generates sample configurations according to the sampling schema obtained in step 418 and using the parameter domains obtained in step 416.
[0169] In step 422, the present invention performs 3D rendering of the scene using computer graphics and generates a sample 2D and/or 3D image based on the rendering. In a preferred embodiment, the computer graphics method used for rendering is Open GL, but an alternate method is ray tracing.
[0170] In step 424, the present invention creates a data set, such as for pattern recognition algorithm training and evaluating (i.e., a training/evaluating set), for each sample configuration. The training set is comprised of the following for each sample configuration generated in step 420:
[0171] a) the image generated in step 422;
[0172] b) parameters of the sample configuration—in the present invention these parameters include, but are not limited to one or more of the following: location of different objects in the scene, their orientations, locations of light sources, camera distance, etc.; and
[0173] c) data relating to the target object(s) in the 2D image generated in step 422—in the present invention, this data includes, but is not limited to one or more of the following: bounding area outlining the object in the generated image, object 2D mask, area of the object occluded by other objects, object 3D mask, etc.
[0174] A structural example of the present embodiment is provided in FIG. 9. As is explained before, a user may submit various configuration requirements, and these requirements may be combined into a configuration file. Thus, a configuration loader 13 may receive as input the configuration file, and process block 15 then enumerates renderings (i.e., identifies/describes the sample images that are to be rendered/generated) and creates configurations based on the configuration file or a rendering engine, which then renders new images.
[0175] In the present example, this rendering engine is identified as render block 19, internal view of which is provided as block 19a. Rendering engine 19a begins by loading the configuration for a new image, as illustrated by block 21. Block 23 then configures OpenGL shader programs. This may make use of multiple resources. For example, the configuration requirements may specify that a surface of the target sample is of a specific material, in which case a material reflectance model 25 may access a material database 27 to determine an appropriate reflectivity for the rendered image. Alternatively, a specific reflectivity may have been directly provided in the configuration file. Global illumination block 29 may provide lighting effects for the rendered image by accessing a library of lighting samples provided by sample
light-probe data base 31. Model loader 33 then accesses the seed image upon which the generated image is to be based. In the present example, the seed image is a CAD model provided by 3D CAD Model database 35. A wire frame of the rendered target object is provided by wire-frame mode rendering block 41, and surface texture generator 43 provides an appropriate surface for the rendered target object. Ground truth labels are provided by ground truth generation block 45. Directional light illumination block 37 and shadow simulator 39 then add the appropriate lighting effects to the rendered target object model.

[0176] The rendered models may be collected by render model(s) block 47. Although the target object is now rendered, before it can be used as a training/evaluating sample, it is preferred that the characteristics of the true camera be used in the processing, or in the actual implementation of the present invention, as well as probable background views be taken into consideration. In the present example, this is provided by block 49 to apply post processing effects. Background rendering block 53 may access a background data base 51 to the rendered appropriate backgrounds for the rendered image. The camera characteristic may be incorporated using a blur simulation block 55 and noise simulation block 57.

[0177] With the labelled sample image thus rendered with appropriate background, lighting and camera effects, the block 59 then may output the rendered image and ground truth. If block 61 determines that all the desired image variations have been rendered (output=Yes), then image rendering me end, but if additional configurations are yet to be rendered (output=No), then processing returns to image render block 19 and another new image is rendered according to the configurations specified by block 15.

[0178] In an experimental run of the present invention, simulated samples (i.e., rendered sample images) in a training set created by means of method 400 were used to train a statistically based object detection algorithm. Running the object detection algorithm on ID1036 evaluation images resulted in a 98.64% Detection Rate with 0% false positives.

[0179] In the second embodiment of automated dataset acquisition, one or a few seed images are obtained by manually photographing and labeling the target object. Conventional two-dimensional (2D) photography and/or perspective three dimensional (3D) photography (that may provide depth information) may be used to obtain these seed images. Optionally, the target object may be photographed in the environment where detection is desired (e.g., a given manufacturing stage in a multi-stage manufacturing process). The objective of this second embodiment (like that of the first embodiment described above) is to reduce the time of preparing training data for training object detection classifiers using a statistical learning approach from a set of training images. In one embodiment, a cascade of statistical classifiers is used to build the classifiers for object detection. In order to detect objects with any degree of in-plane rotations, the detection pipeline requires the trained cascade to handle objects with in-plane rotation between −15° and 15°. The detection pipeline first attempts to detect objects with −15° and 15° in-plane rotation. In case of failure, it attempts to rotate the target windows 90°, 180° and 270° on the rotated images to handle objects with any other angle of in-plane rotations.

[0180] In order to construct a cascade of classifiers to handle objects with in-plane rotation of −15° and 15°, the training data set may contain samples with rotations of different angles in the range of −15° and 15°. If an application attempts to detect objects under different background or lighting environment, the training data set should contain samples under different background or lighting environment. If an application attempts to detect blur objects, the training data set should contain blur samples.

[0181] The conventional method of data collection is to try to collect object images of many samples with different rotation angles (in the range of −15° and 15°) in as many environments as possible. For example, to generate an application that detects objects under black and red backgrounds, tolerating some lighting variation, and some blur, the data collection involves first placing the object on a turntable on a black background, rotating the object between −15° and 15°, taking a picture of the object every 1 degree to obtain object images. The result will be 31 images taken on black background. Next, the object is placed on a red background and the procedure is repeated to get 31 images on red background. Then, the object is moved to another location with a different lighting environment, or a special lighting device is used to vary the lighting in the same location, and the above process is repeated to acquire more object images. Even for a very simple object detection application, more than 1000 samples are required to train the classifiers. Collecting and labeling 1000 images will take a person about 3 or 4 days (or about 30 hours).

[0182] In the present invention, some processes performed during the traditional data collection process are executed using image processing algorithms. For example, the 31 rotated images with −15° and 15° degree in-plane rotation under the same condition are simulated by an image rotation algorithm on a single image in the present invention. Blur images are also simulated by an image processing algorithm. Pixel intensity is varied within a range by applying algorithms to simulate the lighting variation. In this manner, only a few real images (seed images) are needed and the labeling is only performed on the seed images. The algorithms work on one or a few seed images with labels and generate a number of processed images. Another way of generating training samples is to build a model of camera images to simulate images. However, building a realistic model of camera images is extremely difficult. The advantage of the present invention is that it uses seed images that are representative of real camera images with their inherent noise and artifacts.

[0183] Rotated Images Generation

[0184] FIG. 5 illustrates the basic steps in method 500 of the present invention. In the present invention, an object is placed on an ideal background under ideal lighting conditions. The ideal background and lighting are the actual background and lighting of the environment in which the object will be identified by the computer vision system, i.e., a robotic assembly line in the factory. If the actual location is not available, then the background and lighting are selected to closely resemble the actual location. The object is aligned to a 0° position, i.e., directly facing the camera. Then a picture of the object is taken to create the (target) object image. The 0° in-plane rotation is defined by the user. It can simply be the position in which this first picture is taken. Taking a picture is
one way of acquiring the single object image (step 510). This single object image may have also been stored memory, e.g. ROM 108, RAM 104, or hard disk 160 (FIG. 1). Alternately, this single object image may have been generated using method 400, previously discussed.

[0185] The single object image is rotated by -15° degrees in object processing device 100 (step 512) using affine transformations based on the following formulas:

\[
W' = W \cdot cos(\theta) + H \cdot sin(\theta)
\]

\[
H' = H \cdot cos(\theta) - W \cdot sin(\theta)
\]

\[
R = \begin{bmatrix}
    \cos(\theta) & -\sin(\theta) & (W' - W) \cdot 0.5 \\
    \sin(\theta) & \cos(\theta) & (H' - H) \cdot 0.5 \\
    0 & 0 & 1
\end{bmatrix}
\]

\[
P(x', y') = R \cdot P(x, y)
\]

[0186] where W and H are the width and height of the original image, \(\theta\) is the rotation angle, \(W'\) and \(H'\) are the width and height of the rotated image, \(P(x', y')\) is the pixel value in position \((x', y')\) in the rotated image while \(P(x, y)\) is the pixel value in position \((x, y)\) in the original image, and \(R\) is the rotation matrix. This creates a first rotated image.

[0187] The object in the first rotated image is labelled by defining its bounding box (step 514). Object bounding box labeling can be conventionally performed manually or under program control. In order to generate the 31 object images that are generated conventionally with 31 pictures, the first rotated image is then rotated through a range of rotation angles (step 516) using affine transformations to create additional rotated object images. Rotating the first rotated image through a range of rotation angles 0°-30° is equivalent to rotating the original seed image through a range of rotation angles -15°-15°. A benefit of rotating the first rotated image is that the maximum size of the bounding box of the object is known from the first rotated image and the object size in an additionally rotated image with any angle in the range of [0°-30°] can be approximated using the object size in the first rotated image, which simplifies the calculation of object size. For example, when calculating the position and size of the object with rotation angle \(\varphi\), the method of the present invention calculates the new object center \((c_x', c_y')\) using the above formulas based on the object label of first rotated image since the object center \((c_x, c_y)\) in the first rotated image is already known, and the new object size will still use the object size in the first rotated image. When the object center and size are known, the object with rotation angle \(\varphi\) can be cropped out and labelled in the additionally rotated image (step 518) to become a training sample. The 31 training images are generated based on the first rotated image. Of course the 31 training images can also be used as the evaluation set of object images. In order to generate a large training set, a number of seed images are acquired and processed as discussed above, with each seed image yielding 31 training images. So, if more samples are needed in a particular application (step 520 returns Yes), then the process loops to step 510 to acquire another additional seed image. Once a sufficient number of samples are generated for the training and/or evaluation set (step 520 returns No), the process ends.

[0188] In certain object detection/computer vision applications objects must be detected in a variety of non-optimal or varying environmental or operational conditions. Thus, the present invention provides options (step 522) for blurring, brightening/darkening and/or adding noise to the seed image before proceeding to step 514.

[0189] Blur Image Generation

[0190] In certain object detection/computer vision applications, a blurred object must be detected. In step 522, the present invention allows the seed image(s) to be blurred to create a set of blurred training samples from one or a few seed images.

[0191] Gaussian blur is used to simulate the imaging device blur in a preferred embodiment. The kernel for Gaussian blur is shown in the following formula:

\[
G(x, y) = \frac{1}{2\pi \sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right)
\]

[0192] By convoluting the first rotated image with the above kernel, a blurred image is generated. The degree of blur is controlled by the window size and \(\delta\).

[0193] Lighting Image Generation

[0194] Variations in the lighting environment will cause pixel intensity variation in the image. In the present invention, the lighting variation is simulated by brightening or darkening the pixel intensity of the first rotated image.

[0195] Noisy Image Generation

[0196] In the present invention a noisy image is simulated by applying different types of noise such as white noise or salt and pepper noise to the first rotated image.

[0197] Using method 500, including step 522, 124 (31 x 4) images are generated from a single seed image and the manually labeling is performed only on this one image. As an example of an application of the present invention, in order to develop a simple object detection application, 10 real seed images were collected, each having a different background and different lighting and each was labelled. More than 1000 training/evaluation images were generated using method 500 with the data preparation time of only half an hour.

[0198] Seed Image Collection

[0199] Preferably a user will try to make seed images represent and cover the environmental variance of the real-world application. For example, seed images should be collected in different locations, with different backgrounds and lighting, and even at different times of the day because the ambient lighting may change.

[0200] As mentioned above, seed images need not be "real" images, i.e., taken with a camera. They can be simulated using computer graphics software, e.g., using method 400 of the present invention.

[0201] Case Study

[0202] For one object (hinge) detection application, two classifiers were trained. One classifier was trained using real, manually collected and labelled samples and the other classifier was trained using a training set generated from 10 real images using the method 500. Table 1 compares the detection rate (DR) and false alarm rate (FA) on 4 test sets of the two classifiers. The experiment results show that the two classifiers were comparably effective.
<table>
<thead>
<tr>
<th>Test Set 1 (100 images)</th>
<th>Test Set 2 (200 images)</th>
<th>Test Set 3 (50 images)</th>
<th>Test Set 4 (50 images)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR</td>
<td>FA</td>
<td>DR</td>
<td>FA</td>
</tr>
<tr>
<td>Real samples</td>
<td>92.17%</td>
<td>100.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td>Samples are generated from 10 seed images using the method presented in this invention</td>
<td>92.17%</td>
<td>100.00%</td>
<td>74.00%</td>
</tr>
</tbody>
</table>

[0203] As is explained above, the present invention has many features. Firstly, the defining of an object recognition (i.e., computer vision) solution (or detector) is simplified by having an individual (i.e., system user) provide general selections of a target object’s most distinctive visual characteristics. Multiple classification nodes are accessed or defined (for example from a library) based on the user input to define an overall detector for the target object, within the specified parameters. Secondly, given an appearance configuration list, a plurality of training/evaluation images may be generated (i.e., rendered) automatically from one or a few seed images, and the multiple nodes are trained and evaluated using the rendered image samples. There are multiple methods of defining and training the multiple nodes, a preferred method is described herein below. For the sake of completeness, an overview of classification nodes and some alternate methods are also provided.

[0204] Multiple Node Background

[0205] The multiple node concept is to find a compact (i.e., a small number of nodes) to detect/identify an object from given ranges or whole view spheres. This can be complicated by the fact that for a given object, its appearance will be different from different view directions. That is, given six degrees of freedom (6 DoF) for pose positions relative to a camera position, the target object will have different shape, outline, size, reflectance, etc. from each of those poses. An illustration of this is provided in FIG. 10. Thus, an object may be quite different in shape and appearance at different view angles, as defined, for example, as:

1. In-plane-rotation or orientation (SK)
2. View angles (EL, AZ)
3. Translation (x, y)
4. scale (distance z)

In addition, the lighting conditions, environments (clutter in background), shading, material reflectance and occlusion will affect the object appearances. As a result, it is more difficult to detect an object within a large range of views, than in a predefined fixed view.

[0207] In order to detect an object, the presently preferred method uses scanning windows to handle (x,y), and scaling factor (to handle distance z), and multiple orientation of scanning operations (scanning in 12 direction with 30 degree intervals to handle in-plane-rotation SK). Due to the large variances in the object’s appearance from one view angle to another, multiple nodes are required to handle the different view angles (for example, EL and AZ). Each node further needs to be trained to tolerate variance within a smaller range of view angles within each of the defined 6 DoF.

[0211] But there is no guarantee that training of a node will be successful; the node may, or may not, converge during training. Thus, a question that should be addressed is how to prune (or eliminate) nodes that do not contribute substantially to a solution, how to harvest (i.e., select) nodes that would likely contribute more substantially to a solution, and/or how to combine whole or partial node to optimize the system’s performance. The combining of multiple nodes is important in the construction of a multiple node (i.e., multi-node) structure/solution. In determining of which nodes to harvest for the construction of a detector, a question to keep in mind is which nodes converge during their training. If the node does not converge, then it will likely not contribute substantively to identifying a target object, and thus probably not be a good candidate for harvesting.

[0212] Multi-node research is challenging because the following relationships are unclear:

[0213] Variance tolerance vs. convergence on the object, configuration, and environment

[0214] Prediction or link between clustering result and performance of detectors

[0215] Convergence condition vs. optimal number of views with constraints on the detector’s performance

[0216] Real evaluation set vs. simulated training set. Evaluation set may not be consistent with results obtained from the training set.

[0217] Key Areas of Interest are:

1. View Clustering:

[0218] Try to define a similarity function or clustering techniques that use the most suitable features similar to those used by the detector to tolerate shape/other variances. Features should be weak invariant to scale, rotation, view/pose, and translation.

[0219] Try to find merging/grouping criteria to measure shape variance and to predict/estimate discriminative power.

[0220] Try to find the relationship between merge criteria and performance of the detector (convergence, discriminative power).

2. Understanding Trainer and Detector

[0221] Positive, negative samples and optimal parameters for a given application

[0222] Evaluation protocol, tools to study convergence condition and performance

[0223] Multi-Node Schemes

[0224] There are many multiple node (i.e., multi-node) schemes, and three are discussed herein below.

[0225] Scheme 1: Multi-class problem: Clustering in feature space (e.g. k-mean)

[0226] According to initial investigation by Applicants, it was found that the data clusters from scheme 1 do not seem to be optimal for the present application due to the following reasons:

[0227] Difficulty in determining the number of nodes
[0228] Clustering is sensitive to feature or distance function
[0229] Difficulty in re-grouping of nodes (such as node splitting and/or merging)
[0230] Scheme 2: Similarity/Distance Function+Merging Criteria
[0231] This second scheme can be summarized as: iteratively find the most represented view—train a node and adjust until convergence—remove all detected samples by the node. According initial investigation by Applicants, it was found that the clusters from scheme 2 do not seem to be optimal for the present application due to the following reasons:
[0232] Imbalanced view clusters: the first few harvested clusters contain many views, while later nodes may contain very few views or single views
[0233] Number of nodes may not be small enough for the present purposes.
[0234] Difficulty in re-grouping nodes due to all nodes being impacted by changes in merging criteria
[0235] Scheme 3: Bottom-Up Grouping or Clustering by Shape Variance and Top-Down Node Harvesting
[0236] According to initial investigation by Applicants, it was found that the clusters from scheme 3 seem better suited to the present application than schemes 1 or 2. Scheme 3 is therefore described in more detail below.
[0237] Scheme 3 is summarized in FIG. 11. A first stage 71 implements is bottom-up hierarchical grouping (i.e., tree or dendrogram construction) of the basic views (or alternatively all of the rendered training samples). This hierarchical structure may be based on shape variance. This will likely produce a large tree (i.e., dendrogram) with many internal nodes and many leaf nodes. It’s been found that a high degree of discrimination/classification can be maintained by appropriate selection of a reduced number of these nodes. This is illustrated by top-down node harvesting stage 73, which may harvest nodes based on convergence conditions. The harvested nodes are then collected in stage 75 to define the multiple node detector (i.e., define the multi-node detector).
[0238] There are multiple methods of clustering data in stage 71. Known methods are, for example, data may be clustered in a feature space using k-means and/or hierarchical view grouping. Some important considerations in clustering are the similarity/distance function and merging/stopping criteria. When building clusters of view, one should carefully choose the similarity measure and grouping criteria, and take the following into consideration:
[0239] Feature selection to maintain consistency between real images and simulated (i.e., rendered) images.
[0240] Relationship between clustered views and shape variance.
[0241] Shape variance versus training convergence.
[0242] In investigating different clustering approaches, one should consider feature selection, clustering algorithm selection, validation results and interpretation. The following knowledge and validation criteria were used to choose the feature and clustering algorithm for ‘ideal’ view partitions/clusters:
[0243] Compactness of view partitions/positive (5 to 10 nodes): a small number of features/weak classifiers is preferable because too many features will slow down the match stage.
[0244] Coverage down the match stages (5 to 10) with minimal nodes.
[0245] Overlapping owners between nodes.
[0246] Performance: close 100% detection rate (DR) and a low false positive rate (FPR), the fewer FP the better.
[0247] The visual validation between manual grouping and clusters from different clustering methods was investigated. As a result of this investigation, a Histogram of Gradient features (HOG) was selected and hierarchical grouping was selected as the clustering algorithm.
[0248] The HOG feature extraction consists of the following steps:
[0249] Gradient calculation: derivative in x and y directions.
[0250] Angles of gradient are calculated. The orientations are divided into N (e.g. 9) bins.
[0251] Partition the image into blocks (e.g. 8x8 pixel block).
[0252] For each block, gradient magnitude weighted histogram on the orientation bins is computed.
[0253] Histogram normalization.
[0254] An example of HOG feature extraction is illustrated in FIG. 12. Image 81 is an input image, and image 83 illustrates the HOG features.
[0255] The HOG feature for an image can be treated as a shape descriptor. For example, for an image of 64 by 40, there are 8 by 5 blocks (e.g. 8x8 pixels per block) and each block will have a histogram of N (e.g. 9 bins). The HOG feature for the image will be of a 8x5x9 dimension vector. If more than one kind of normalization (e.g. 4) is used, the HOG feature for the image will have a higher dimension equal to 8x5x9x4.
[0256] Code to compute HOG features is as described in “Histograms of Oriented Gradients for Human Detection” by Dalal & Triggs, CVPR05, herein incorporated in its entirety by reference.
[0257] If the input image has dimensions [m x n], the size of the computed feature vector H is [m/sBin-2 n/sBin-2 oBin-4]. For each non-overlapping sBins x Bin region, one computes a histogram of gradients, with each gradient quantized by its angle and weighed by its magnitude.
[0258] The distance, D, function between 2 basic views is defined as the squared difference of HOG features: D(H1, H2) = (H1-H2)’ 2.
[0259] Given a set of N items to be clustered, and an NxN distance (or similarity) matrix, a basic process of hierarchical clustering is as follows:
[0260] 1. Start by assigning each item to its own cluster, so that if you have N items, you now have N clusters, each containing just one item. Let the distances (similarities) between the clusters be equal to the distances (similarities) between the items they contain.
[0261] 2. Find the closest (most similar) pair of clusters and merge them into a single cluster, so that now you have one less cluster.
[0262] 3. Compute distances (similarities) between the new cluster and each of the old clusters.
[0263] 4. Repeat steps 2 and 3 (immediately above) until all items are clustered into a single cluster of size N.
[0264] Step 3 can be achieved in different ways, which is what distinguishes single-link from complete-link and average-link clustering. In single-link clustering (also called the connectedness or minimum method), one considers the distance between one cluster and another cluster to be equal to the shortest distance from any member of a given cluster to any member of another cluster. In complete-link clustering (also called the diameter or maximum method), one considers the distance between one cluster and another cluster to be equal to the longest distance from any member of a given cluster to any member of another cluster. In average-link
clustering, one considers the distance between one cluster and another cluster to be equal to the average distance from any member of a given cluster to any member of another cluster. 

The presently preferred embodiment implements complete-link clustering since it appears to achieve better clustering results for our purposes, which are close to manual clustering. For example, FIG. 13 illustrates a dendrogram and clustering results achieved by complete-link clustering on 66 basic views of a test target object. Once the hierarchical tree (or dendrogram) is built, the clusters can be analyzed at a distance. For example, clusters of FIG. 13 are obtained at distance 4.5. The clustering from the root node to the sub-nodes can be explored until a single basic view is achieved.

With reference to FIG. 14, hierarchically clustering basic views into a tree using HOG feature can be divided into a few general steps. These steps include step 91 of selecting and simulating basic views (i.e., gathering real and/or rendered samples), step 93 of normalizing of the basic views (including scale, rotation and translation), step 95 of extracting HOG features, step 97 of distance calculation between views, and step 99 of hierarchical clustering. Once the tree of hierarchical clustering is thus obtained, top-down node harvesting follows.

Top-Down Node Harvesting

The top-down node harvesting attempts to answer two questions:

1. What is the optimal number of nodes to cover the view ranges?

2. What are the multiple nodes?

Factors that have an impact on the multiple nodes are:

1. Target Objects—complexity of 3D objects and/or versus 2D planar objects, and object size/distance between the camera and the target object

2. Background/Negative samples—how similar are they to the target object(s)

3. Features—Are they discriminative features or weak features? How tolerant are the features to different environments, view angles and rotations?

Training—"convergence" at training phase

Detector's performance (detection rate (DR) and False Alarms (FA)) on the evaluation set

The concept of top-down node harvesting is illustrated in FIG. 15. Starting from the root node 101, if a node does not converge (illustrated by a darkening within the circle), then it will not be harvested and its sub-nodes will be trained. However, if does node converge (illustrated by a numeral within a thick-lined circle), then the node is harvested, and it will be used to construct the descriptor. In the present example, nodes 103, 105, 107, 109 and 111 (respectively labelled 1-5) are nodes that converge, and they are therefore harvested from the dendrogram (i.e., tree). This process stops when there are no more nodes to be split.

In investigating this approach, the following observations were made:

1. If shape variance in one node is too big, the detector needs to tolerate a large variance in view angles and environments (illumination, materials, clutter background, etc.), and the training of the node will likely not converge. Overall performance of the node will likely be poor with either too many false alarms or too low a detection rate.

2. If the negative samples are too similar to the target object, it is very difficult to achieve convergence in the training. For example, a cutter blade that has a rectangle shape is very difficult to detect since there are many negative samples containing man-made objects having a similar rectangle shape.

Contrast is one of the key factors that affect the discriminative power of features. If a feature at contour has high contrast in all positive samples, the feature becomes more discriminative or has more tolerance to variances.

If a node has poor performance, the node may have to be split into sub-nodes. The sub-nodes cover less view ranges and shape variances. As a result, the more features that the limited view range has in common, the easier the training will be (higher DR and lower FA will be achieved).

Criteria of 'Convergence' and 'Acceptable' level of FA depend on object, negative samples and run-time constraints.

Training resolution. Using high resolution of positive samples in training improves the discriminative power of features due to more detailed and finer features being available. However, this requires that the system scan at high resolution, which may not meet some run-time constraints. If time is limited, then lower resolution sample images may be rendered/accessed.

Pruning by occurrence. It was found that some nodes are very difficult to train, however these nodes may be eliminated from the evaluation set. For example, in a given test, one could pick 3 nodes to achieve the same DR and much lower FA from 8 harvested nodes for a given target object.

The steps of top-down node harvesting are described in reference to FIG. 16. Starting at a current root node relative to a specific number of nodes (for example four 4 nodes), step 121 pushes the current root node or a specific number of nodes into a FIFO queue.

Step 123 checks if the FIFO queue is empty, and if it is (step 123-Y) then the process ends at step 125. However, if the FIFO queue is not empty (step 123-N), then step 127 pops (i.e., accesses) the top node in the FIFO queue, and step 129 generates (i.e., renders) training samples and a feature pool. These training samples may be positive samples.

The node is then trained in step 131. If the node does not converge in training (step 135-Y), then in step 137 the node is harvested, the stage log is recorded, and processing returns to step 123 to access the next node in the queue, if any. However, if the node does not converge (step 135-N), then step 139 splits the node into sub-nodes and step 141 pushes the sub-nodes into the FIFO queue. Processing then returns to step 123 to access the next node in the queue, if any.

Once the harvesting of the nodes is finished, the harvested nodes (or a selection of these harvested nodes) are combined sequentially to form a detector. This is illustrated in FIG. 17, where enumerated harvested nodes 1-5 coupled in a sequential combination to create a multi-node detector.

Experimental Example

An experiment for construction of a multiple node detector of a test object (identified as ID3174) was implemented. The construction may follow the following steps:

1. Simulate (i.e., render in a manner described above) basic view images (selecting CAD model, distance or z, x-y-0, resolution (e.g., VGA 640x480), camera parameters or projection matrix, number of views, and/or limited view ranges, object material, and/or lighting etc.). In the present example, 66 basic views were used.

2. Once the basic views are simulated (66 view in the present example), image normalization is applied. There are
many image normalization methods. For example, the object may be aligned by model registration. However due to its simple implementation, moment-based image normalization was used so that the images of the test object from different views were aligned to the object centroid and orientation was aligned to the Eigen axis of moments.

[0292] 3. After normalizing the basic views, the distance or similarity between the basic views is measured, preferably by HOG distance. In the present example, the HOG feature calculation used the parameter of 8x8 cells and 9 orientations. Therefore, the size-normalized image was selected to be a multiple of 16 so that the 8x8 cell partition would keep the window center at the 8x8 block image's center. In the present example, the height and width of the window was divisible by 16.

[0293] 4. Once the distance between views is calculated, the cropped template from the normalized image can be any size, but the window center should be aligned to the normalized image center. For example, 64x64 was used for normalized-image and HOG distance calculation, and the scanning window size was 56x5.6. The positive training samples are cropped from the normalized images.

[0294] 5. Then feature pools are generated. The positive samples are generated for a given cluster or node.

[0295] 6. The feature pool and positive samples are copied to the trainer's specific folders and setting training parameters (control and configuration) files, and training can then be executed. Any number of known training methods may be used.

[0296] 7. Negative samples are specified in a settings file.

[0297] 8. With the training finished, check if FA of training per stages meets the 'Convergence' conditions (for example, FA<1.5*Target FA). For example, the Target FA may be set to 0.01, 0.05 and 0.05 in the control file for three stages of training. If the training summary file shows that the training does not converge, then the node should be split into two sub-nodes and the sub-nodes are then trained and checked for convergence. If the training of a node converges, then the training output should be copied to a stage log.

[0298] 9. Repeat step 5 to 7 until all nodes are trained and/or converged.

[0299] 10. Put (i.e., copy or move) the stage log of converged nodes into folders 0, 1, 2, and so on, in sequence, and use the merge node executable to merge the multiple nodes into one SgLog.

[0300] 11. Run the detector on an evaluation set using the merged multiple node SgLog.

[0301] 12. For object JD3174, the following experimental conditions were tested:

[0302] 6 nodes using 3-stage training with FA: 0.01, 0.05, 0.1 and WC: 5, 10, 15

[0303] 8 nodes using 3-stage training with FA: 0.01, 0.05, 0.05 and WC: 5, 10, 15.

[0304] The convergence condition is FA/TFA<1.5.

The results of this experimental test (with manual training and with automatic training) are tabulated in the tables of FIG. 18.

[0305] Compared to manually constructed multiple nodes detectors, the automated multiple node detectors described in this experiment achieved a similar DR as the manual multiple nodes.

[0306] The number of multiple nodes depends on the detector's performance. A user may have to adjust training resolution, criteria of 'Convergence', training parameters for the trainer, positive and negative samples and 'Acceptable' level of FA so that the number of multiple nodes will be changed to achieve desired performance on evaluation set. If a node tolerates too much variance, then its related features may become too weak to distinguish the target object from other objects or background, and a high FA may occur (if high DR is required). If a node tolerates a very small amount of variance, then more "distinguished" features can be extracted. Ideally, if there is no run-time limitation, more nodes are better in terms of higher DR and lower FA. However, too many nodes will slow down the detection phase (for example, one node may require 5-8 ms to scan a QVGA (160x120) image, and 8 nodes may require 40-60 ms to scan the image.) In addition, the training time for multiple nodes may be cumulative. Since the detector's performance includes both detection rate (DR) and false alerts (FA), users have to compromise to an "Acceptable" level of false positive in order to achieve a high DR with the constraints of "real-time" for run-time. Moreover, the training time should be considered for multiple nodes.

[0307] While the invention has been described in conjunction with several specific embodiments, it is evident to those skilled in the art that many further alternatives, modifications and variations will be apparent in light of the foregoing description. Thus, the invention described herein is intended to embrace all such alternatives, modifications, applications and variations as may fall within the spirit and scope of the appended claims.

What is claimed is:

1. A system for generating a computer vision solution for a specified vision task, the system comprising:

an input configured to receive user-defined limitations, wherein at least one of said user-defined limitations is associated with a sub-set of predefined descriptors within a library of predefined descriptors, each of said descriptors being associated with a respective set of image constraints; and

a processor configured to:

for each user-defined limitation that is associated with said library of predefined descriptors, selecting an available descriptor within its associated sub-set of predefined descriptors that is most consistent with all user-defined limitations;

defining a working image library of sample images based on the user-defined limitations and the sets of image constraints associated with the selected descriptors;

defining an evaluation set of sample images from said working image library;

defining a vision solution candidate based on the user-defined limitations and the selected descriptors;

tuning said vision solution candidate, including modifying the selected descriptors according to the specified vision task;

evaluating the tuned vision solution candidate using said evaluation set of sample images and user-provided limitations, including accuracy and speed limitations; and

using evaluation feedback for additional tuning of the selected solution candidate until the accuracy and speed limitations are met or a maximum of additional tuning is reached.

2. The system of claim 1, wherein tuning said vision solution candidate further includes altering the selection of descriptors associated with a user-provided limitation.
3. The system of claim 1, further including defining a training set of sample images from said working image library and excluding any sample images in said evaluation set of sample images, wherein:
   at least a portion of the descriptors within said library of descriptors include classifiers, and
   the tuning of the vision solution candidate includes training these classifiers for the specified vision task using said training set of sample images.
4. The system of claim 1, further defining a training set of sample images from said working image library and excluding any sample images in said evaluation set of sample images, wherein:
   at least one of said user-defined limitations requires the creation of a new classifier;
   the new classifier is automatically trained using the training set of sample images, the evaluation set of sample images, and user-defined inputs; and
   the defining of said vision solution candidate is further based on the new classifier.
5. The system of claim 4, wherein the tuning of said vision solution candidate further includes creating additional new classifiers.
6. The system of claim 4 wherein the automatic training of the new classifier includes creating a histogram of feature descriptors and defining cluster features, harvesting the nodes of the histogram that converge during training, and collecting the harvested nodes into a detector, said detector defining said new classifier.
7. The system of claim 1 wherein:
   IF the maximum of additional training is reached without meeting the accuracy and speed requirements,
   THEN defining a new vision solution candidate by changing the selected descriptor of at least one user-defined limitation with another descriptor from its associated sub-set of predefined descriptors OR defining a new associated descriptor by a combination of existing descriptors selected from its associated sub-set of predefined descriptors.
8. The system of claim 1 wherein said user-defined limitations comprises one or more of vision tasks, type of object and its properties, and operation conditions of a system employing the computer vision solution.
9. The system of claim 1 wherein the working image library is based on one or more of explicit user input, an existing geometrical model, a set of images captured in a target environment, and computer generated object images.
10. The system of claim 1 wherein defining said working image library includes:
   obtaining information on:
   - object characteristics and parameters corresponding to each object characteristic;
   - scene characteristics and parameters corresponding to each scene characteristic;
   - camera characteristics;
   - parameter domains for the object characteristics, scene characteristics, and camera characteristics; and
   - a target sampling schema by selecting a sampling type and a distribution type;
   wherein at least a portion of the above information is obtained from the sets of image constraints associated with the selected descriptors;
   generating a plurality of sample configurations according to the target sampling schema using the parameter domains;
   for each sample configuration:
   - performing 3D rendering of the scene using computer graphics, and
   - generating a sample 2D image based on the rendering; and
   creating a data set including at least some of the following for each sample configuration:
   - image information from the generated sample 2D image and optional 3D information when available;
   - parameters of the sample configuration, and
   - target object data.
11. The system of claim 10 wherein the characteristics of the object include one or more of an object model, a reflectance model based on object material, surface texture and uniformity characteristics, and depth edge information.
12. The system of claim 10 wherein the characteristics of the scene include one or more of images of preferred background, viewing directions, positions and orientations of an object, camera and light sources in the scene, and a model of a lighting environment.
13. The system of claim 10 wherein the characteristics of the camera include one or more of a model of the camera, and intrinsic and extrinsic calibration parameters of the camera.
14. The system of claim 10 wherein the sampling type includes one or more of linear and random, and the distribution type includes one or more of linear and Guassian.
15. The system of claim 10 wherein the computer graphics include one or more of Open GL and ray tracing.
16. The system of claim 10 wherein the parameters of the sample configuration include one or more of location of objects in the scene, orientations of objects in the scene, locations of light sources, and camera distance.
17. The system of claim 10 wherein the target object data includes one or more of a bounding area outlining the target object in the 2D image, an object 2D mask, and area of the target object occluded by other objects.
18. The system of claim 1 wherein the defining of said working image library of sample images comprises:
   - acquiring a seed image of an object;
   - rotating the seed image to generate a first rotated image;
   - labeling the object in the first rotated image;
   - rotating the first rotated image through a range of rotation angles to generate a plurality of additionally rotated images; and
   - labeling the object in the additionally rotated images based on the label of the object in the first rotated image.
19. The system of claim 18 further comprising at least one of blurring, brightening, darkening, and adding noise to the first rotated image in accordance with the sets of image constraints associated with the selected descriptors.
20. One or more tangible, non-transitory computer-readable media embodying instructions executable by a computer to perform a method for automatically generating a computer vision solution, the method comprising:
   - receiving user input for one or more descriptors;
   - creating a training set of object images and an evaluation set of object images;
   - selecting a vision solution candidate that provides a best match to the user input from a predefined solutions library;
training the selected solution candidate using the training set;
applying the selected solution candidate to the evaluation set;
evaluating the selected solution candidate solution using the user input; and
using evaluation feedback for additional training of the selected solution candidate until accuracy and speed requirements are met or a maximum of additional training is reached.

* * * * *